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ABSTRACT 

The goal of this article is to introduce a plastic architecture of a survey system dedicated to any kind of 

geographical area that requires to be observed. The principle of this architecture is to allow to change 

dynamically the set of sensors that is used to monitor the area and also to provide an analyze system able to deal 

with this unstable set of sensors. Based on Event-Driven Architecture (EDA) technology, such a system does 

not provide new features compared with traditional set of static sensors connected through cables to dozens of 

bulbs lighting when a predefined subset of measures is not in the expected range. However, the introduced 

architecture provides a completely agile and dynamic system of measurement where neither the network of 

sensors nor the system of measure interpretation is static. 
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INTRODUCTION 

When a crisis occurs, the aim of the crisis cell is to build and execute a response to solve (or at least reduce) the 

crisis situation. The MISE Project, as detailed in (Barthe-Delanoë, Bénaben, Carbonnel and Pingaud, 2012), 

proposes a Mediation Information System to help the stakeholders design and run collaborative response 

workflows and also a set of tools to detect the lack of accuracy between the given response and the crisis 

situation at time t. But these tools are dependent on the gathered knowledge about the crisis situation. Typically, 

in the case of an industrial crisis situation, as underlined by (Hahn, 2007), sensors are already localized on 

strategic places of the industrial plants and the way of the information is processed is determined and fixed. But, 

these sensors may be damaged, or not sufficient to cover the entire area concerned by the crisis: there is a need 

to add, remove, and switch sensors on demand in the survey network. There is also a need to adapt the way to 

exploit the gathered information.  

CONTEXT 

Sensor networks are historically physical networks: the sensors are connected to the central monitoring through 

wires. Such a kind of network is fixed: any change into the network structure or in the way to combine the 

information coming from various sensors is very hard to realize and very expensive. Even if since the nineties, 

wireless networks have emerged, the way to combine information gathered from sensors is not plastic, and the 

way to add new sensors into the network is not so easy (heterogeneity of protocols, of data format, etc.). 

Moreover, all industrial plants have not updated their existing sensor networks to wireless sensor networks, due 

to the cost of such an operation. This article focuses on how to gather and manage the information coming from 

various sensors, inside and outside the plant, in a plastic manner. 

STATE OF THE ART 

By nature and by the effects of the collaborative processes to solve or reduce the crisis, a crisis situation is an 

unstable and evolutionary phenomenon. So, as the crisis evolves, the information about the crisis 

characterization evolves too. It is crucial to (i) gather relevant information in real time and (ii) to manage it very 

quickly. Thus any changes, any evolution, any information that could challenged the crisis characterization 
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accuracy have to be managed. According to (Chandy and Schulte, 2009; Etzion and Niblett, 2011; Luckham and 

Schulte, 2008) these elements that happened and that embedded data can be considered and managed as events. 

The main hypothesis in this article is that the way the sensors communicate is SOA oriented (they have a web 

service interface, and if it not the case, creating such an interface is not a very hard point), which fits with the 

works of the Open Geospatial Consortium (OGC) on the definition of the Sensor Observation Service (SOS) 

(OGC, 2012) standard. This standard defines a web service interface to query sensor data and embedded a 

SOAP binding. The use of Event-Driven Architecture (EDA) principles (Michelson, 2006; Maréchaux, 2006) to 

complete the Service Oriented Architecture (SOA) principles allow us to take the events into account. A 

Complex Event Processing (CEP) engine is used to consume and manage these events. The amount of received 

events (especially in a crisis context) may be difficult to process by human beings as underlined by (Lagadec, 

1993): people in charge of the crisis response may be information-saturated, which limits the management of 

events (filter events, deduce consequences from combined events, etc.). The CEP engine also filters and applies 

business rules to detect relevant events or combination of events in order to help the stakeholders to retrieve 

relevant information. At the implementation level, we need to decide what is the event format, the way to 

receive/emit events, and the CEP engine. (Luckham and Schulte, 2008) recommend defining the event types 

through one of the new computer languages like XML Schema or Java. It leads to use the Web Services-

Notification (WS-N) standard (OASIS, 2007a; OASIS, 2007b; OASIS, 2007c), which is based on XML 

formalism, to describe the event occurrences sent by the sensors and received by their subscribers (including the 

CEP engine instance(s) dedicated to the considered crisis situation). The chosen CEP is Esper, developed by the 

American software editor EsperTech (EsperTech, 2013), as it natively proposes the management of XML 

formatted events. 

EXAMPLE 

The following example is based on a generic Chemical, Biological, Radiological, and Nuclear (CBRN) accident 

in an industrial plant (named Alpha). The plant map is shown on Figure 1: Alpha is located between a railroad, a 

road, a river and another industrial plant. An explosion occurred in Building B, where a volatile, water-soluble 

and unstable substance is stored. The substance is released outside its container. What are the contaminated 

areas? Where are they? How many contaminated areas at time t? What to do if the plant’s sensors are down? In 

a few words: how to gather information about the crisis situation in a flexible way? 

Numerous survey sensors are located in various areas of the plant and its environment (as shown on Figure 1): 

depending on their role, they can measure air/water toxicity levels, and/or wind speed and direction. Moreover, 

the sensors are not necessary on Alpha’s site (like sensors #1 to #14): some of them are on the other plant site 

(#16 and #17), or are the property of authorities/institutions like the French national weather survey agency 

Meteo France or French local air survey organizations like Air Rhône Alpes or Air Normand (#18 and #19), or 

are not permanent or in a fixed location (e.g. mobile vehicle embedding sensors on board) such as sensor #15. 

 

Figure 1.  Map of plant Alpha and its sensors 

The aim is to gather relevant information from these sensors, wherever they are, when needed, to characterize 

the crisis situation at any time. 
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SOLUTION 

The existing sensor networks are not modified: a new virtual network is created, only on the base of the events 

emitted by the sensors. The web service interfaces of the sensors follow the WS-Notification standard to 

emit/receive events (it is implemented as an additional layer on the classical web service, and events are 

emitted/received on a different port from the one used by the web service endpoint). A CEP is provided and 

subscribes to the relevant event topics: it focuses on the kind of events it wants to listen, not on the providers of 

the events. The CEP engine can receive events emitted by various sensors, in any way that meets the subscribed 

event topics: events emitted by Alpha’s sensors, the other plant’s sensors, the national and local organizations’ 

sensors, mobile and ephemeral sensors or even non conventional sensors (e.g. the user statuses of social 

networks like Facebook, Twitter, G+, or news feeds).  

Business rules are human produced and then implemented into the CEP engine before it starts: they are triggered 

according to the events (or event patterns) the CEP receives. Through these rules, the CEP is able to create new 

events (alert events at least) and send them to the crisis situation monitoring to help the stakeholders to take a 

decision. For instance, it can help to define new survey areas, to decide to evacuate people (and where evacuate 

them), depending on the combination of measured levels of air/water toxicity and wind speed and direction (see 

Figure 2). It is interesting to note that the CEP is able to change its subscriptions to event topics on the fly. 

In our example, at crisis breakdown, the first area to be surveyed is Area 1 (Figure 2). Only Alpha’s sensors #1 

and #2 provide information about the crisis situation. As the rate of toxic substance in ambient air inside 

Building B rises critical levels, a new survey area is defined around Building B: it’s Area 2, including sensors #3 

(in the river) and #4 in the virtual sensor network. But the rate of to toxic substance still increases in the air (data 

given by #4) and sensor #3 shows that the water of the river is contaminated. The surveyed area is expanded 

(Area 3) and covers now all Alpha plant. The sensors included in Area 3 are now event providers and allow 

surveying the entire plant. Unfortunately, the contamination of air and water is intensifying and the wind now 

blows to the South direction (this business rule is detailed below), decision was made to include the areas 

around Alpha plant into the survey area (Area 4). The added sensors (#15 to #19) are not owned or usually used 

by Alpha: they are the property of other organizations/institutions, but through the virtual sensor network, their 

emitted events can be shared with Alpha in order to help to gather knowledge about the crisis situation. 

 

 

Figure 2.  Map of survey areas and the used sensors in each area 

In our research works, we developed connectors to allow Esper to subscribe and emit events following the WS-

Notification standard. Web services, which also implement the WS-Notification standard, simulate the various 

sensors and emit events on the air quality survey, water quality survey, and wind survey. Business rules are 

defined and implemented into Esper. In our example, the aim is to define a dynamic survey area. For instance, if 

the average rates of toxic substance measured in water and in ambient air (during several time windows) and the 

wind speed (also during a time window) are over defined values, there is a strong contamination risk outside the 

current survey area. 

A business rule is defined, combining the events sent by the air/water/wind sensors. The CEP applies this rule 

on the event streams. If the criteria are satisfied, the CEP advises stakeholders to expand the current survey area 

to the next defined area (cf. Figure 2): 
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If (average rate of toxic substance in water during the last 2 minutes is over 0.5 g.L
-1

) 

and (average rate of toxic substance in ambient air during the last minute is over 600 µg.m
-3

) 

and (wind speed in plant area is over 30km.h
-1

 during the last minute) 

Then Emit_Alert(“Contamination increasing. Advice: expand survey area”) 

We can note that in this rule (here written in natural language for a better understanding of the example), the 

sensors used to gather the measures of toxic substance rate have not to be namely known in the business rule. 

The only need is identify the relevant pieces of information (i.e. wind speed during the last two minutes, rates of 

toxic substance in water during the last two minutes, the rates of toxic substance in ambient air during the last 

minute) to get them through the events emitted by the sensors the CEP has subscribed. The sensor itself does not 

matter (as long it is supposed that the CEP subscribes to relevant event producers): the information is sensor-

independent and topic-dependent. 

Esper is launched and listens to the events emitted the sensors it has subscribed: on Figure 3, only two event 

streams are shown. They represent the streams of events concerning the values of the sensors’ measures of toxic 

substance in ambient air and in water.  

 

 

Figure 3.  Screenshot of a part of the event streams generated by the sensors (Eclipse consoles) 

When a pattern of events triggers a business rule, Esper creates and sends the stakeholders the associated 

event(s). As shown on Figure 4, the business rule detailed previously has been triggered: the CEP advises the 

stakeholders to expand the current survey area to Area 4. Based on the stakeholders’ decision after having 

analyzed the events sent by the CEP, Esper can dynamically subscribe to new event topics to gather additional 

information through events emitted by the additional sensors. In the example, the stakeholders have decided to 

follow the advice given by the CEP. The new survey area is Area 4 and the new subscriptions focus on the 

sensors owned by Meteo France (#18 and #19), the ones owned by the Other Plant (#16 and #17) and a mobile 

unit (#15) provided by the local authorities in order to gather information about the environment out of Alpha’s 

boundaries and combine them with Alpha’s sensor data. 

 

Figure 4.  Screenshot of the developed application (in Eclipse), using Esper CEP engine and WS-N event 

subscriptions 

 

CONCLUSION 

In this paper we have shown that the implementation of a virtual plastic sensor network through an Even-Driven 

Business rule 

Created event alert 

“Air events” stream “Water events” stream 

value         origin of the measure value     origin of the measure 
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Architecture and event subscriptions between independent systems can help to adapt the sensor network to the 

considered situation. This can be considered as an extension of the classical vision (commonly deployed in 

nuclear plants for instance) of a set of sensors connected to a monitoring table through static plugs and branches. 

However, in these research works, the set of sensors can be modified whenever and the system of measures 

interpretation remains valid with this dynamic network of sensors. This is mainly the consequence of using an 

Event-Driven Architecture where a CEP engine can apply business rules on an undetermined set of incoming 

events (data). Regarding that overall proposal, two reproaches might be done: (i) what about the robustness of 

such a system (considering how fragile are communication networks in crisis context)? And (ii) how to deal 

with the constraint of format of events, format of rules, etc.? 

Regarding the first point, such an architecture is just as vulnerable as an other one: it is as strong as the physical 

system is strong. If the connection cables or the communication network is down, then the system is out. If there 

are redundancies in the branches, then the system is more robust. Etc. 

Regarding the second point, this is mainly a question of equipping sensors with transmitters of events (in WS-

Notification) so that they can provide their measure within the appropriate format. The definition of business 

rules (or patterns that should be identified) is a way to formalize the rough analysis that human beings are 

performing live when they are facing a large amount of incoming events. This would prevent crisis manager 

from being overwhelmed with information while ensuring them that they are observing the relevant area. 
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