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ABSTRACT
Flooding poses a significant and growing risk for many urban areas. Stormwater systems are typically used to control flooding, but are traditionally passive (i.e. have no controllable components). However, if stormwater systems are retrofitted with valves and pumps, policies for controlling them in real-time could be implemented to enhance system performance over a wider range of conditions than originally designed for. In this paper, we propose an autonomous, reinforcement learning (RL) based, stormwater control system that aims to minimize flooding during storms. With this approach, an optimal control policy can be learned by letting an RL agent interact with the system in response to received reward signals. In comparison with a set of static control rules, RL shows superior performance on a wide range of artificial storm events. This demonstrates RL’s ability to learn control actions based on observation and interaction, a key benefit for dynamic and ever-changing urban areas.
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INTRODUCTION
Flooding poses a significant and growing risk for many urban areas, with the potential to disrupt normal and emergency operations, damage infrastructure, and cause loss of life (Galloway et al. 2018). Stormwater infrastructure provides critical services in such cities by collecting and moving water (Viessman et al. 1998), with one of the main goals being flood prevention. Traditionally, stormwater systems are designed as static systems with capacity for a specified size of storm. However, increasing urbanization (UN 2018) and changing precipitation patterns from climate change (Wuebbles et al. 2017) could stress stormwater systems beyond their designed capacity, leading to reduced system performance and increase flooding.

One way to adapt traditional stormwater systems to changing conditions is to make them larger (e.g. replacing small pipes with larger ones). These capital improvement projects are typically costly and disruptive for the normal operation of a city. In fact, research suggests that such piece-wise improvements can degrade total system performance (Emerson et al. 2005; Petrucci et al. 2013).
Instead of capital improvement to increase the actual capacity of a stormwater system, real-time control of these systems could increase their effective capacity in a more cost efficient way. With the current growth in the applications of Internet of Things (IoT) and ubiquitous sensing, stormwater systems can be retrofitted with sensors, valves, and pumps that are capable of real-time operation. By using the data provided from the sensors and monitoring and controlling these structures in real-time, existing stormwater systems can handle larger storms (Kerkez et al. 2016); this is known as active control.

One method of automating active control is with a type of machine learning called Reinforcement Learning (RL). In RL, an agent interacts with its environment, and learns to optimize its behaviour in response to reward signals. Some previous research in water resources engineering has used RL as an alternative to dynamic programming, in part because of the ability of certain RL algorithms to overcome the curse of dimensionality associated with dynamic programming (Delipetrev et al. 2016). For example, Lee and Labadie 2007 used Q-Learning, a specific RL algorithm, in a two-reservoir system and successfully outperformed a stochastic dynamic programming approach. Castelletti et al. 2013 have used batch reinforcement learning to design the optimal operation of a water reservoir to meet multiple objectives. In their study, by using Q-iteration in combination with decision trees, they have shown the feasibility of using such models for real-time control.

While RL has had some use for multi-objective reservoir management, there has been very little research using RL for stormwater system control. Mullapudi and Kerkez 2018 have recently demonstrated the use of RL, with a Deep Q-Network, for stormwater system control, providing new insights and challenges for future research. The presented study advances knowledge of the use of RL for stormwater systems by using an RL agent suitable for continuous action spaces.

The main contribution of this paper is to design and analyze an RL-based stormwater system for flooding control. In particular, we propose a reward structure for environments where reward signals are sparse. The effectiveness of our approach is demonstrated by the RL agent’s superior out-of-sample performance compared to a set of simple benchmarks.

**PROBLEM DESCRIPTION**

In order to evaluate the use of RL for flood reduction, a simple stormwater system (Fig. 1) is simulated using the U.S. Environmental Protection Agency’s Stormwater Management Model, version 5 (SWMM5). SWMM provides an integrated environment for designing study areas, editing input data, applying user-defined control policies, running hydrologic and hydraulic simulations, and tracking a variety of measurements (such as depth and flooding at a storage unit) during simulations. The inputs to the SWMM simulation are time series of rainfall data; during the simulation, rain falls on the subcatchments and is transformed into volumes of water in the storage units. From the storage units, water flows through a single pipe to the system outfall where it exits the system. Flow out of the storage units is controlled by two orifices (valves). The pyswmm (https://github.com/OpenWaterAnalytics/pyswmm) Python wrapper for SWMM is used to enable the step-by-step running of a stormwater simulation as required for RL.

In this system, flooding can occur at either storage unit (St1, St2) or at the downstream junction (J3). If water enters the storage units faster than it drains out, the storage units can over-top and cause flooding. However, if flow out of the storage units is not controlled, their combined discharge can overwhelm the capacity of the pipes downstream and cause flooding. The problem, therefore, is to develop policies (mapping of stormwater system conditions to valve positions) that can minimize or eliminate flooding for a variety of rainfall events.

**A BRIEF INTRODUCTION TO REINFORCEMENT LEARNING**

In machine learning, reinforcement learning (RL) (Sutton and Barto 1998) attempts to learning an optimal control policy for an agent through sequential interactions with an environment. In the standard RL paradigm, an agent observes their current state and takes an action based on its current control policy. The agent then receives a reward from the environment and observes a state transition. The process then repeats. The ultimate goal of the agent is to learn a policy through these interactions that maximizes expected future discounted reward. A key concept in RL is exploration during the learning phase, where an agent takes actions simply to observe the associated reward. RL can often require a large number of interactions due to the stochastic nature of the environment.

Sequential decision-making problems are often modeled as Markov decision processes (MDPs) which are composed of the states, actions, rewards, a transition function, and a discount factor. Let $\mathcal{S}$ represent the set of $I$ states, and let $\mathcal{A}$ represent the set of $K$ actions. Further, let $s \in \mathcal{S}$ and $a \in \mathcal{A}$. The reward function, which is represented by $r(s, a, s')$, is assumed to be dependent on the state transition and the action, where $s'$ represents the state after the
transition. The transition function represents the probability of a state transition and is written as $P_{s,s'}^a = \mathbb{P}(s'|s,a)$. A discount factor $\gamma \in [0, 1]$ is used to determine the present value of future rewards. (For example, a reward of 10 received in $n$ time steps is only worth $10\gamma^{n-1}$ now.) The sum of discounted future rewards at time $t$ can be written as $G_t = \sum_{k=0}^{\infty} \gamma^k r_{t+k+1}$, where $r_t = r(s_t, a_t, s_{t+1})$. A policy maps states to actions and can be written as $\pi(a|s)$ and represents the probability of taking action $a$ in state $s$.

The expected future discounted reward when starting in $s$ and following $\pi$ is the value function and is written as

$$V^\pi(s) = \mathbb{E}(G_t|s) = \sum_{a \in \mathcal{A}} \pi(a|s) \left( r(s,a,s') + \gamma \sum_{s' \in S} P_{s,s'}^a V^\pi(s') \right),$$

where $\mathbb{E}[]$ is the expectation. The expected future discounted reward when starting in $s$, then taking $a$, and following $\pi$ thereafter is called the $Q$-value function and is written as

$$Q^\pi(s,a) = \mathbb{E}(G_t|s,a) = r(s,a,s') + \gamma \sum_{s' \in S} \sum_{a' \in \mathcal{A}} P_{s,s'}^a \pi(a'|s') Q^\pi(s',a').$$

An optimal policy is found by maximizing either the value function or the $Q$-value function

$$V^*(s) = \max_a \left( r(s,a,s') + \gamma \sum_{s' \in S} P_{s,s'}^a V^*(s') \right),$$

and

$$Q^*(s,a) = r(s,a,s') + \gamma \sum_{s' \in S} \max_{a'} Q^*(s',a').$$

An optimal policy can be estimated using dynamic programming if all of the components of the MDP are known and the state and action spaces of the MDP are small enough to efficiently compute the value or $Q$-value functions. If this is not the case, reinforcement learning algorithms can be used to estimate the optimal policy.

In practice, it is often more convenient to work with $Q$-value functions. For instance, suppose we have found the optimal $Q$-value function $Q^*(s,a)$, then an optimal policy can be obtained by choosing the action that produces the largest $Q$-value at the current state $s$, i.e., $\pi^*(s) = \arg \max_a Q^*(s,a)$.

Many RL algorithms use the Bellman equation

$$Q^\pi(s,a) = \mathbb{E} \left[ r(s,a) + \gamma \mathbb{E}_{s' \sim \pi} \left[ Q^\pi(s',a') \right] \right],$$

to calculate $Q$-value function recursively:

$$Q^\pi(s,a) \leftarrow Q^\pi(s,a) + \alpha \delta,$$

where $\delta = r(s,a,s') + \gamma \max_{a'} Q^\pi(s',a') - Q^\pi(s,a)$. For some MDPs, the reward function may only depend on the current state $s$ and the current action $a$. In such cases, the reward function can be denoted as $r(s,a)$.

2Also called the action-value function.
where $\alpha$ is the learning rate and $\delta = y - Q^\pi(s, a)$ is the temporal difference error. In particular, $Q$-learning algorithm (Watkins and Dayan 1992) uses $y = r + \gamma \max_a Q^\pi(s', a)$ to estimate the optimal $Q$-value function $Q^\pi(s, a)$. For continuous state and action spaces, the $Q$-value function can be approximated by a neural network parameterized by $\theta^Q$. However, apply $Q$-learning to continuous action spaces is not straightforward, as calculating $\max_a Q^\pi(s', a)$ requires an optimization over the entire action space at every timestep.

Instead of finding the optimal policy through value functions, policy gradient methods learn a parameterized policy $\pi(a|s)$ by optimizing a performance measure $J(\theta)$ directly. Specifically, let $J(\theta)$ denote the expected return under policy $\pi(\cdot|s)$ from an initial state distribution, then $\theta$ can be updated through gradient ascent: $\theta \leftarrow \theta + \alpha \nabla_{\theta} J(\theta)$. Note that the estimated gradient in actor-only methods may have a large variance, as no information about previous estimates is used in computing the gradient (Sutton, McAllester, et al. 2000; Grondman et al. 2012).

Actor-critic methods combines value function approximations with a parameterized policy function (Konda and Tsitsiklis 2000). Specifically, the policy function (the actor) generates and executes an action $a$ for the current state $s$, and the critic updates the value function using the observed sample $(s, a, s')$. The value function is then used in the policy gradient to update actor parameters. For example, consider a deterministic policy $\pi(a|s)$, and a critic $Q^w(s, a)$ that approximates the action-value function $Q^\pi(s, a)$, then the off-policy deterministic actor-critic algorithm (Silver et al. 2014) updates the actor and critic parameters as follows:

$$\delta = r + \gamma Q^w(s', \pi(a'(s'))) - Q^w(s, a)$$

$$w \leftarrow w + \alpha_w \delta \nabla_w Q^w(s, a)$$

$$\theta \leftarrow \theta + \alpha_\theta \nabla_\theta Q(s, a)|_{a=\pi(s)} \nabla \pi_\theta(s)$$

(7)

Compared with actor-only methods, actor-critic methods can reduce the variance of policy gradients by making use of the critic’s estimates of the expected returns, while still being able to generate continuous actions.

**PROPOSED APPROACH**

In this section, we will formally define the reinforcement learning environment for the stormwater system in Figure 1. The definitions of states, actions, and the reward function can be easily extended to more complex systems. For control problems where reward signals are sparse, we propose a simple way to modify the reward function that could lead to faster learning process and more robust policy. We also briefly describe the learning algorithm for our experiments.

**State and Action Spaces**

At each time step, the state of the environment, $s$, is defined as observations of current depth and flooding amount at different nodes in the stormwater system. Specifically, in our example system, $s$ is a vector in $\mathbb{R}^6$: $s = (d_1, d_2, d_3, f_1, f_2, f_3)$, where $d_1, d_2, d_3$ are current depths at storage unit 1 (St1), storage unit 2 (St2), and junction 3 (J3), respectively, and $f_1, f_2, f_3$ are current flooding amounts at St1, St2, and J3, respectively.

Based on the state information and the policy, the agent then determines opening levels for both orifice R1 and R2: $a = (a_1, a_2)$, where $0 \leq a_1, a_2 \leq 1$. Note that under the current setting, the action space is continuous, so orifice opening can be adjusted to any level between fully open (1) and fully closed (0).

**Reward Function**

As our objective is to minimize the total cumulative amount of flooding at St1, St2 and J3, it is natural to use the following reward function for transition $(s, a, s')$: $r = -(f_1^2 + f_2^2 + f_3^2)$. That is, the reward $r$ is the negative of total flooding observed at the next time step. However, since flooding may only happen occasionally, reward signals during a learning trial will mostly be zeros. This will lead to a slow learning process and may increase the chance of overfitting. In addition, as any arbitrary orifice setting will have the same impact during no-flood periods, the learned policy could be too volatile and risky. For example, the valve could be fully closed at time $t$, fully open at $t + 1$, and close again at $t + 2$, when there is no flooding or any rainfall at all. Policy of this type may be too difficult or costly to implement in practice.

To accelerate the learning process and to make the RL-based policy more robust, we propose a new reward function that will make use of a baseline control policy. Specifically, let $a^b$ denote the action for state $s$ under the baseline policy (e.g., a policy from an expert), then the reward for transition $(s, a, s')$ is defined as

$$r = -(f_1^2 + f_2^2 + f_3^2) - \beta \cdot |a - a^b| = -(f_1^2 + f_2^2 + f_3^2) - \beta \cdot (|a_1 - a_1^b| + |a_2 - a_2^b|).$$

(8)
where $\beta > 0$ is a hyper-parameter that controls the degree of impact from the baseline on the reward function (we choose $\beta = 1$ for our experiments described in the next section). It is easy to see that in order to maximize the cumulative reward, the agent will try to follow the baseline policy if there is little flooding (i.e., $f_1^r, f_2^r, f_3^r \approx 0$), which should help make the final policy more stable. When the amount of flooding is not negligible, the agent will update its current policy according to the flooding situation, and will no longer be restricted to the baseline policy.

**Learning Algorithm**

As the action space in our problem is continuous, applying traditional value function-based RL algorithms (such as Q-learning) is not straightforward. Finding the orifice opening levels that produce the largest $Q$-value will require an optimization process over a continuous space at every time step. Discretizing the action space may create more problems than it solves: we would need to decide what ranges of actions should be clustered together as one single action and what its value should be. In addition, the total number of actions grows exponentially with the number of control units, which significantly limits the scalability of the control system. While policy gradient methods can be used for continuous control problems, as mentioned in the previous section, they may have a large variance, leading to slow learning.

Therefore, to deal with continuous action space while reducing the variance, we will use an actor-critic algorithm, Deep Deterministic Policy Gradient (DDPG) (Lillicrap et al. 2015), for its simplicity and popularity, to train our RL agent. DDPG uses deep neural networks to approximate the Q-value function (the critic) and the policy function (the actor). During each time step, an action is selected by the actor and executed, and the transition $(s, a, r, s')$ is stored in a replay buffer. Then a mini-batch of transitions is sampled and used to update the critic by minimizing the loss between outputs from the critic network and Q-values calculated from the target network. The actor network is updated by following the policy gradient. Finally, the weights of target critic and actor networks are updated softly: $\theta' \leftarrow \tau \theta + (1 - \tau) \theta'$, where $\theta'$ is the new weight and $\tau < < 1$.

Recall that for our example, the state at a given time step is represented as a vector in $\mathbb{R}^6$ and the action is a vector in $\mathbb{R}^2$. Due to the simplicity of the state and action spaces, for experiments in the following section, we will use the feedforward neural network structure for both the actor and the critic. Specifically, the actor has two layers with 16 neurons in each layer, and the critic consists of three layers with 32 neurons in each layer.

**EXPERIMENTS**

In this section, we demonstrate the effectiveness of reinforcement learning based stormwater control systems. First, we introduce the experiment settings and the dataset. Then, we investigate some simple baseline policies, and show that it is not always easy to outperform a common-sense baseline such as keeping the valves open at 50% all the time. We then evaluate the RL agent’s learning and generalization ability through in-sample and out-of-sample analysis.

**Data and Environment**

Our stormwater system is created using the Storm Water Management Model (SWMM) developed by the U.S. Environmental Protection Agency. We then generate 100 artificial storm events, and use them to create 100 SWMM models that only differ in the rainfall input. The 100 storms are carefully selected such that: (i) they have a wide range of intensities and (ii) the magnitude of each individual storm is large enough to cause flooding under the baseline policy. Figure 2 shows two simulated storms where the rainfall time series for the two rain gages are plotted. The pyswmm package is used to interact with the SWMM model (for example, to control the valve openings during simulations). Simulation of each model lasts for 24 hours, and each time step during a simulation represents 15 minutes.

**Baseline Policy**

The simplest type of control policy for our stormwater system is to keep the two valves open at $(x\%, y\%)$ level at all times. Due to the symmetric nature of the system topology and model inputs, we consider the following baseline policies: 10%, 25%, 50%, 75%, and 90% opening of both valves. Table 1 summarizes the results from running these policies on all 100 SWMM models. As we can see, keeping the valves at 50% level generated the least amount of flooding on average with a relatively small variance. Figure 3 shows depths and flooding at both storage units and the junction node during the first storm under baseline policy (50%, 50%). The cumulative amount of flooding over the simulation period is 70.6 thousand cubic feet (MCF).
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Table 1. Flooding from Baseline Policies

<table>
<thead>
<tr>
<th>Policy</th>
<th>Average of Total Flooding (10^3 ft$^3$)</th>
<th>Standard Deviation (10^3 ft$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10%, 10%)</td>
<td>198.4</td>
<td>77.7</td>
</tr>
<tr>
<td>(25%, 25%)</td>
<td>96.3</td>
<td>64.8</td>
</tr>
<tr>
<td>(50%, 50%)</td>
<td>88.6</td>
<td>52.7</td>
</tr>
<tr>
<td>(75%, 75%)</td>
<td>98.8</td>
<td>50.7</td>
</tr>
<tr>
<td>(90%, 90%)</td>
<td>100.2</td>
<td>50.5</td>
</tr>
</tbody>
</table>

Rule-based Control Policies

Before we evaluate the RL-based policy against the static baseline policy (50%,50%), we would like to examine another type of policies that could be described as control rules, and to see if we could obtain a better baseline by simply switching to a dynamic policy. Expert knowledge is often required for designing complex control rules that can utilize more than just local information. Extensive experiments may also be needed for tuning parameters in order to achieve satisfying results. However, here we will just consider two simple policies that choose the target setting for each orifice based solely on the depth of the corresponding storage unit.

In particular, as water level increases in a storage unit, to avoid or to mitigate flooding at the same unit, the corresponding valve will be opened more to let water flow out. Under the first policy, valve opening, $a$, is linearly dependent on the depth of storage unit, $d$, until the depth exceeds a threshold $H=4$\footnote{The full depth of each storage unit is set to be 5 ft.}, in which case opening will be set to $max_{open}=0.95$\footnote{Fully open a valve (i.e., set $max_{open}$ to one) will send more flow to the downstream node J3, which could increase the risk of flooding. As a compromise, here we choose 95% as the maximum opening level.}. Specifically, we have

$$a = \begin{cases} 
0.95 \times \frac{d}{H} & \text{if } d < H, \\
0.95, & \text{if } d \geq H.
\end{cases}$$

The second policy has four predetermined settings, corresponding to different intervals for the current depth of storage unit. For example, if the current depth of storage unit 1 is between 1ft and 3ft, then the opening of orifice 1 is set to be 0.5. Figure 4 plots both policies.
We then test each policy against the fixed $[50\%,50\%]$ baseline on all 100 storm events. As can be seen from Figure 5, both policies fail to reduce the total flooding compared with the $[50\%,50\%]$ baseline.

Upon further investigation, the worsening of the situation is mainly due to more severe flooding at the downstream node J3. Figure 6 shows that under both policies, the amount of flooding at J3 increases by roughly 20 thousand cubic feet compared with the baseline for every storm in the dataset. This should not be surprising, since both policies are sending more water (and at a higher speed) to the downstream node as water level in storage units increases. Although this may lower the risk of flooding at storage units, their capacities may not be fully utilized. In other words, water may be let out of the storage units unnecessarily and/or too early. During the peak of storms, water level in J3 quickly surpasses its maximum depth (2 ft), causing intense flooding.

Overall, these experimental results from applying rule-based control policies illustrate that it is not always easy to beat the common sense baselines (e.g., the $[50\%,50\%]$ fixed policy). To find successful control rules, one need to experiment with more structures and parameter values, while also taking more than local information into account.
Performance of the RL-based Policy

We first experiment with training and testing the RL agent on the same storm event. In Figure 7, we plot the learned policy (top panel) and the amount of flooding (bottom panel) during the first storm after 50,000 steps of training. Both valves are kept approximately half open until the storm intensifies around $t=40$. As water accumulates more rapidly in storage unit 2 than in unit 1 (see rainfall time series in Figure 2), valve 2 is opened more to let water flow out. At the same time, valve 1 is fully closed to keep additional water from flowing to the downstream node J3. When the capacity of storage unit 1 is eventually reached and flooding starts to happen around $t=50$, valve 1 is quickly opened to mitigate local flooding while keeping the impact on node J3 low. The rainfall stops after $t=65$, and each valve is turned into a partially open position to gradually reduce the water level in the corresponding storage unit.

By dynamically controlling the valve openings, the RL agent is able to reduce the total amount of flooding to just 28.8 thousand cubic feet from 70.6 thousand resulted from the baseline policy (50%, 50%). It is worth noting that flooding is distributed more evenly across all three nodes in the system. Compared with the baseline result (Fig 3), although there is still some flooding at storage unit 1, the magnitude and duration of flooding at storage unit 2 and the junction node J3 have been dramatically reduced by the RL-based policy. In particular, flooding at J3 stops after 60 time steps. In contrast, under the baseline policy, J3 remains flooded until the end of the simulation.

We also experimented with more training steps, and found similar results, indicating the policy shown in Fig 7 is close to the optimal solution. Note that flooding is inevitable during some heavy rainfall events, given the physical limitations of the stormwater system (for instance, the maximum depth of J3 in our model is only 2 ft).

To examine the learning ability of the RL agent and the impact of storm magnitude on its performance, we train the RL agent for 10,000 steps separately for each of the 100 simulated storm events. The agent is then tested on the same training storm, and total flooding is compared with the one from the baseline policy (50%, 50%). Figure 8
shows percentages of flooding reduced by the RL agent and the corresponding total flooding from the baseline policy on all 100 storms. Table 2 reports the improvement of performance by the RL agent under different storm strengths. We can see that when rainfall intensity is low and the system is less flooded under the baseline policy (for example, when total flooding is less than 50 thousand cubic feet), the RL agent is able to significantly reduce the amount of flooding, if not eliminate it altogether. For moderate storms that could cause a flooding of volume between 50 and 100 thousand cubic feet, the agent can still reduce the amount of flooding by 53.8%. However, under extremely severe storms, the effect of redistributing flow using RL is limited, as system capacity is quickly reached to its maximum.

Table 2. Flooding reduced by RL agent

<table>
<thead>
<tr>
<th>Storm Intensity</th>
<th>Baseline Flooding ($10^3$ ft$^3$)</th>
<th>Avg. Reduction</th>
<th>Std. Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>[0,50]</td>
<td>94.0%</td>
<td>5.2%</td>
</tr>
<tr>
<td>Medium</td>
<td>(50,100]</td>
<td>53.8%</td>
<td>17.0%</td>
</tr>
<tr>
<td>High</td>
<td>(100,150]</td>
<td>32.2%</td>
<td>10.0%</td>
</tr>
<tr>
<td>Severe</td>
<td>(150, $\infty$)</td>
<td>13.2%</td>
<td>11.3%</td>
</tr>
</tbody>
</table>

Testing the RL-based Policy on Unseen Storms

To evaluate RL agent's generalization ability, we train the agent using the first 50 storm events. During each iteration of the training process, a sample storm is randomly selected, and the agent is trained for $N$ steps. We then validate performance of agents trained with different training time on the next 10 storms. After the validation process, the agent with 150 iterations of 1000 steps of training is selected for testing on the remaining 40 events. Again, the baseline policy (50%,50%) is used for comparison. In Fig 9, we plot percentages of reduction in flooding by the agent against total flooding from the baseline policy on the whole testing set. Table 3 summarizes the results for different storm magnitudes.
As we can see, the RL agent is able to reduce flooding considerably for low intensity storms. In some scenarios, flooding is completely eliminated while the baseline policy leads to a total amount of flooding around 30 thousand cubic feet. For medium and high intensity storm events, using RL-based dynamic control policy can still alleviate flooding by 46% and 36% on average, respectively. Under severe storms, the system will quickly reach its full capacity, and it will become more and more difficult for the RL agent to mitigate the flooding.

We find the testing results on unseen storm events quite encouraging, considering that only depths and current flooding information has been taken into account by the agent when determining the valve positions. The current policy could be further improved by having a more detailed representation of the state space. For example, incorporating forecasts of rainfall into the state space could help the agent make better and timely decisions.

CONCLUSION

In this paper, we have developed a reinforcement learning based stormwater control system to mitigate flooding during storm events. To accelerate learning and make the learned policy stable, we introduced a reward function that trades off flooding reduction from the RL agent’s current policy with the risk of deviating from a known baseline policy. We also investigated different control rules, and found that a static and neutral policy such as keeping the valves open at 50% level could consistently outperform other simple baselines. This policy is then used as a benchmark for comparison with the RL-based control policy. The out-of-sample results showed that the RL agent is able to reduce the total flooding volume significantly for most synthetic storms in our dataset, indicating good generalization ability of the RL agent and the overall effectiveness of our approach. The results of this study revealed the potential of applying RL to stormwater control systems in order to reduce the risk of flooding during
storm events. An optimal control policy could be learned automatically, without relying on expert knowledge to design complex control rules.

A significant assumption in this work is that observations of depth and flooding amount at every node comprise complete information about the state of a stormwater system, which could be an oversimplification. Additional measurements (e.g., flow rate/velocity in pipes) may need to be included in state definition as well. On the other hand, it could also be impossible to have complete information about the true underlying state, no matter how many types of measurements are considered. In this case, in order to better understand the environment and to perform well, the RL agent may need to consider long sequences of past observations (and actions).

We also assumed that the objective of the RL agent is to minimize the total amount of flooding during a storm event. Under this assumption, the duration of flooding could be ignored: Some place may remain flooded for a long period of time, although the magnitude at any given moment is small. In addition, each part of the system is treated equally. This design may be questionable in the real world. For instance, populated areas should require higher priorities than remote parks: any flooding occurred in the former should have heavier penalties. Future work in this direction would consider alternative objectives in flooding control and correspondingly, reward functions with more complex structures.

Future work would also include applying RL to more sophisticated and realistic models of stormwater systems. For example, in coastal cities, tidal changes and storm surge can cause water to back up in pipes and prevent water flow out of the system. A more challenging environment for the RL agent could then be built by incorporating tidal movements into a SWMM model with multiple nodes and a complex network structure.
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