Ensemble learning for the classification of social media data in disaster response
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ABSTRACT

Social media generates large amounts of almost real-time data which has proven valuable in disaster response. Specially for providing information within the first 48 hours after a disaster occurs. However, this potential is poorly exploited in operational environments due to the challenges of curating social media data. This work builds on top of the latest research on automatic classification of social media content, proposing the use of ensemble learning to help in the classification of social media images for disaster response.

Ensemble methods use multiple learning algorithms to obtain better predictive performance than could be obtained from any of the constituent learning algorithms alone. Experimental results show that ensemble learning is a valuable technology for the analysis of social media images for disaster response, and could potentially ease the integration of social media data within an operational environment.
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INTRODUCTION

As mentioned by the United Nations Office for the Coordination of Humanitarian Affairs (UNOCHA)\(^1\), the first 72 hours after a disaster are crucial; response must begin during that time to save lives. Gathering accurate and timely information about the damaged areas just after a disaster is essential for emergency response teams.

Over the last decade, social media has demonstrated as an effective and efficient channel for getting situational awareness in the event of a disaster. Social media offers some main benefits such as providing information promptly generated by a crowd in a nearly real-time manner (Havas et al. 2017). However, the curation of the information ensuring its accuracy within time constraints is still a challenge even using the latest technologies in data science.

Recent research in the field of machine learning is continuously improving the accuracy of the classifications of social media data for disaster response. Namely, computer vision for analysing photos, and Natural Language processing for analysing text have been considered major technologies for processing social media information. In recent years, neural network architectures such as ResNet, VGG16, and DenseNet have proven to be able to filter relevant data and improve classification accuracy.

\(^*\)corresponding author

\(^1\)https://www.unocha.org/story/five-essentials-first-72-hours-disaster-response
Both images and textual information from social media have demonstrated to be valuable in disaster response. Additionally, multi-modal learning combining both sources of information, textual and visual, has demonstrated to outperform those methods using just images or texts.

By leveraging different deep learning strategies such as transfer learning, researchers have produced significant results on Social media data classification in disaster response.

Ensemble learning (Rokach 2010) uses multiple learning algorithms to obtain better predictive performance than could be obtained from any of the constituent learning algorithms alone. Several works in the literature have applied ensemble learning to the text part of tweet messages for disaster response.

On the other hand, the publication of datasets containing social media data related to disasters response has allowed researchers to compare different approaches and quickly move forward the state of the art. This paper proposes the use of ensemble learning for the classification of social media images in disaster response. The performance of this strategy is evaluated using the well-known CrisisMMD dataset (Alam, Ofli, et al. 2018).

The contribution of ensemble learning is compared with five existing approaches from the literature which have demonstrated to outperform using the CrisisMMD dataset. The experimental results demonstrate that ensemble learning is a valuable technology for the analysis of social media images in emergencies. In addition, different directions to improve the result of using ensemble learning are provided in this paper, which position ensemble learning as a key machine learning approach for the use of social media data in operational environments.

The main contributions of the paper are:

- This is the first time in which ensemble classifiers are proposed for the analysis of social media images for disaster response.
- Our experimental results show that simple ensembles provide better quality predictions than current state-of-the-art deep learning models, even if they incorporate the text of the tweet.

**RESEARCH BACKGROUND**

One of the major contribution in the field of automatic classification of social media content, namely textual and images content has been the creation of publicly available datasets. Repositories such as crisisNLP 2 and CrisisLex 3, and datasets such CrisisMMD (Alam, Ofli, et al. 2018) have enabled the comparison of many different methods and algorithms for automatic classification of social media content in the field of disaster management.

Previous studies have demonstrated the potential of both images (Nguyen et al. 2017; Alam, Imran, et al. 2017; Daly and Thom 2016; Barozzi et al. 2019) and textual information (Stefan et al. 2019; Imran et al. 2015; Lorini et al. 2019) from social media in humanitarian aids.

The combination of both textual and visual information using multi-modal deep learning have demonstrated to provide useful information and to outperform the accuracy of the classification (Madichetty et al. 2021; Agarwal et al. 2020; Gautam et al. 2019).

A major groundbreaking technology for the automatic classification of social media information has been Deep Learning (LeCun et al. 2015). Deep Learning architectures have evolved extremely fast over the last seven years. Recent deep learning architecture such as VGG-16 (Simonyan and Zisserman 2015), ResNet50 (He et al. 2017), InceptionV3 (Szegedy et al. 2015), or DenseNet (Madichetty et al. 2021) have taken advantage of features from ImageNet dataset creating pre-trained architectures which are later on adapted for the field of Disaster Response using transfer learning. Transfer learning and new deep learning architectures have demonstrated to outperform the state of the art using CrisisMMD dataset (Ofli et al. 2020; Yang et al. 2021; Gautam et al. 2019; Madichetty et al. 2021). As far as we know the best performance achieved so far has been reported by the DenseNet architecture (Madichetty et al. 2021).

---

2https://crisisnlp.qcri.org/
3https://crisislex.org/
Ensemble Learning

Ensemble methods use multiple learning algorithms to obtain better predictive performance than could be obtained from any of the constituent learning algorithms alone (Rokach 2010; L. I. (I. Kuncheva 2014). An ensemble classifier is built by training a set of base classifiers and later on combining their predictions.

Existing ensemble techniques provided an increased robustness and accuracy by learning base classifiers in different subsamples of the data. For instance, bagging (Breiman 1996) learns classifiers on different samples with replacement from our training data. Alternatively, boosting (Schapire 1999) incrementally builds new weighted samples of the training data assigning larger weight to those instances with larger prediction error.

Alternatively, ensembles of heterogeneous classifiers, with each classifier using a different machine learning algorithm, can also be built. The combination of their predictions can be done through different techniques (L. I. Kuncheva 2002): hard-voting or majority voting assigns each classifier a single indivisible vote and selects the class that has obtained the larger number of votes; soft-voting or weighted voting allows each classifier to split its single vote fractionally into the different classes and provides as output the average of the votes received. More complex alternatives such as stacking or Bayesian model averaging have been proposed.

Ensemble learning for disaster response

Several works in the literature have applied ensemble learning to the text part of tweet messages. Kejriwal and Zhou (Kejriwal and Zhou 2019; Kejriwal and Zhou 2020) use a weighted ensemble of three base classifiers, built respectively from local embeddings, manual features and Wiki embeddings to create an early detection system for disasters. Nalluru et al. (Nalluru et al. 2019) apply feature ensembling to join domain-agnostic and domain-specific word embeddings to classify tweet relevance in a disaster scenario. Priya et al. (Priya et al. 2020) tackle the distribution drift in the source and target data along with the class imbalance in the target data by building an ensemble of three different models. Two models separately learn the event invariant and specific features of a target data from a set of source and target data. The third model is an adversarial model with the objective of improving the prediction accuracy of the other two models. Pekar et al. (Pekar et al. 2016) create an ensemble which combines multiple classifiers specific to each emergency type to classify previously unseen texts.

Talukdar et al. (Talukdar et al. 2020) use bagging to model the susceptibility of flood in the Teesta River basin in Bangladesh, using geographical information, climatic data and satellite images. However, they do not use photographs or images obtained from social media.

Thus, as far as we can tell, this is the first work in which an ensemble of classifiers on images obtained from social media is proposed to help in disaster response. This paper proposes the use of ensemble learning which build on top of the line of works of Alam et al. (Alam, Ofli, et al. 2018), Ofli et al. (Ofli et al. 2020), and Madichetty et al. (Madichetty et al. 2021) which use the CrisisMMD dataset to evaluate the use of social media for disaster response.

SCIENTIFIC QUESTIONS AND EXPERIMENTAL DESIGN

Social media data has been proven to be potentially valuable in disaster response, especially for assessing damage just after a disaster occurs. However, this potential is poorly exploited by practitioners in operational environments. A major reason is a limitation of providing an accurate dataset within time constraints.

Our most relevant scientific question can be stated as follows:

Can ensemble learning be a valuable technology for improving the accuracy of the classification of social media images for disaster response?

To provide an answer to this question, this section presents the experimental design implemented in this work.

Experimental design

The experimental design is composed of three major phases: (1) the preparation of the datasets used for training and validating the approaches which are included in the experiment. This phase aims at enabling the comparison with previous work and easing the reproducibility of the results. (2) Selection and training of different deep learning algorithms. This phase selects the promising deep learning algorithm which has proven good results in the literature and training them using datasets from the previous phase. (3) Implementation and evaluation of the ensemble learning proposed in this work.
Step 1. Preparation of datasets

As described in the related work, the CrisisMMD dataset (Alam, Ofli, et al. 2018) is becoming a de facto standard for the evaluation of new computational methods using social media for disaster response. Consequently, our experimental design relies on CrisisMMD. The dataset contains several thousands of tweets including texts and images collected during seven major disasters including earthquakes, hurricanes, wildfires, and floods.

The dataset defines three different tweet classification tasks:

1. Task 1: Informative vs Not informative. Tweets should be classified as either Informative or Not Informative for disaster response.
2. Task 2: Humanitarian categories. Tweets should be classified as in one out of a set of seven categories depending on the information that the tweet is providing.
3. Task 3: Damage severity assessment. Tweets should be classified in one out of four severity categories: Don’t know or can’t judge, Little or no damage, Mild damage, and Severe damage.

As explained in the related work, ensembles have been tested (and proven valuable) on the text component of the tweets. Thus, here we are specifically interested in its potential contribution to the image component.

A common strategy for the evaluation of machine learning algorithms is to split the available data into three different disjoint parts, namely training, validation and testing. The model parameters are initially fit on the training part. The fitted model is used to predict the responses for the observations in the validation part. The testing part is used to provide an unbiased evaluation of a final model fit on the training data set.

In order to ease reproducibility and comparability with previous results, CrisisMMD provides the two different scenarios for which a training, validation and testing splits are provided. The first of the two scenarios (namely all) incorporates all of the labeled images. Training, validation, and testing are provided for each of the three tasks, resulting in 3 different datasets, namely informative_all, humanitarian_all, and damage_all. The second scenario was introduced in (Ofli et al. 2020) to deal with the multimedia classification of tweets and contains only those images in which the image classification agrees with the text classifications (namely agreed). Training, validation, and testing are provided for tasks 1 and 2, resulting in two additional datasets, namely informative_agreed, and humanitarian_agreed. Datasets are summarized in Table 1.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Task</th>
<th>Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>Informative vs Not informative</td>
<td>informative_all</td>
</tr>
<tr>
<td></td>
<td>Humanitarian categories</td>
<td>humanitarian_all</td>
</tr>
<tr>
<td></td>
<td>Damage severity assessment</td>
<td>severity_all</td>
</tr>
<tr>
<td>agreed</td>
<td>Informative vs Not informative</td>
<td>informative_agreed</td>
</tr>
<tr>
<td></td>
<td>Humanitarian categories</td>
<td>humanitarian_agreed</td>
</tr>
</tbody>
</table>

Step 2. Selection and training of different deep learning architectures

For each of the five datasets described in the previous paragraph and summarized in Table 1, we investigate whether the application of ensemble learning provides any benefits. To that purpose, we have selected a set of base classifiers each of them with a neural network architecture which has proven itself valuable for the classification of images in the ImageNet (Deng et al. 2009) database. The five base classifiers are VGG-16 (Simonyan and Zisserman 2015), InceptionV3 (Szegedy et al. 2015), ResNet50 (He et al. 2017), MobileNetV2 (Sandler et al. 2018), and DenseNet201 (Huang et al. 2017). To train each of these classifiers we rely on transfer learning. That is, for each of the models, we take the parameters that provided a good quality classification of images on ImageNet and keep them frozen. The rationale for this is that these parameters are creating a rich set of features on which many image classification problems can be solved. Training is only performed at the so-called top of the network, which connects the features to the output of the model, being that output the specific categories in which images are classified in each of the tasks.

We train each of the base classifiers with the objective to minimize the cross entropy loss. Cross entropy is a measure of how well a classifier approximates the probabilities of its predictions. The lower the cross entropy, the
better the classifier is estimating the probabilities. We train along 50 epochs on the training set, automatically reducing the learning rate to obtain a better fit. Out of the 50 classifiers obtained (one per epoch), we select the one with a smaller cross entropy on the validation set.

**Step 3. Evaluation of the ensemble learning approach**

To evaluate whether ensemble learning provides any benefits, we compare the results of these five base classifiers with the results of all the possible ensembles of two classifiers. Since the current objective is to validate the proof of concept, the ensemble technique used is simply averaging the predictions of the two classifiers. The technique only computes the average of previously trained models, without performing additional training or adjustments. Thus, the prediction of an ensemble of two models (say A and B) is obtained by averaging the prediction of A ($p_A$), and the prediction of B ($p_B$). Averaging is simply computed as the product, so the probability assigned by the ensemble A,B to class $c$ is computed as $p_{A,B}(c) = p_A(c) \cdot p_B(c)$.

For each of the classifiers (both base and ensemble) we evaluate its performance using two measures: its cross entropy in the testing set, which provides an idea of how well the method is estimating its probability of success, that is, how aware the classifier is of what it knows and what it does not know, and its accuracy on the testing set, which provides an estimate of the average number of images that the method will correctly classify.

**EXPERIMENTAL RESULTS**

The evaluation of the ensemble learning approach is implemented in two parts. Firstly, the performance of the five base classifiers introduced in the experimental design section is compared. Secondly, we analyse the contribution of the ensemble learning approach by comparing it with the individual performance of previous classifiers.

**Base classifier comparison**

Table 2 shows the cross entropy for the five base classifiers with the best classifier marked in boldface. We can see that DenseNet201 provides the best results, i.e. the lowest cross entropy in each of the datasets.

Table 3 shows that DenseNet201 is also the classifier with the highest accuracy on all five datasets. The fact that DenseNet201 is the best on both measures and on every dataset tested could reduce the potential value of ensembling since ensembling is usually most valuable when there is no such a clear winner.

**Contribution of ensemble learning**

Despite the fact that DenseNet201 is consistently the winning base model, we can still improve significantly by using an ensemble. Out of the different ensembles tested, two of them appear as especially promising. Both of them incorporate DenseNet201 as one of the components of the ensemble, being the other one VGG16 in one case (which...
Table 4. Crossentropy of the base and ensemble classifiers

<table>
<thead>
<tr>
<th>Dataset</th>
<th>VGG16</th>
<th>DenseNet201</th>
<th>MobileNetv2</th>
<th>D+V</th>
<th>D+M</th>
</tr>
</thead>
<tbody>
<tr>
<td>informative_agreed</td>
<td>0.382</td>
<td>0.375</td>
<td>0.412</td>
<td><strong>0.349</strong></td>
<td><strong>0.361</strong></td>
</tr>
<tr>
<td>humanitarian_agreed</td>
<td>0.608</td>
<td>0.535</td>
<td>0.658</td>
<td><strong>0.530</strong></td>
<td>0.541</td>
</tr>
<tr>
<td>damage_all</td>
<td>0.792</td>
<td>0.781</td>
<td>0.826</td>
<td><strong>0.7511</strong></td>
<td><strong>0.753</strong></td>
</tr>
<tr>
<td>informative_all</td>
<td>0.442</td>
<td>0.425</td>
<td>0.465</td>
<td><strong>0.406</strong></td>
<td><strong>0.415</strong></td>
</tr>
<tr>
<td>humanitarian_all</td>
<td>0.805</td>
<td>0.743</td>
<td>0.859</td>
<td><strong>0.708</strong></td>
<td><strong>0.730</strong></td>
</tr>
</tbody>
</table>

Table 5. Accuracy of the base and ensemble classifiers

<table>
<thead>
<tr>
<th>Dataset</th>
<th>VGG16</th>
<th>DenseNet201</th>
<th>MobileNetv2</th>
<th>D+V</th>
<th>D+M</th>
</tr>
</thead>
<tbody>
<tr>
<td>informative_agreed</td>
<td>83.246</td>
<td>83.507</td>
<td>81.943</td>
<td><strong>84.615</strong></td>
<td><strong>83.441</strong></td>
</tr>
<tr>
<td>humanitarian_agreed</td>
<td>76.126</td>
<td>80.524</td>
<td>76.754</td>
<td><strong>80.314</strong></td>
<td><strong>80.628</strong></td>
</tr>
<tr>
<td>damage_all</td>
<td>65.028</td>
<td>66.730</td>
<td>63.516</td>
<td><strong>66.918</strong></td>
<td>66.162</td>
</tr>
<tr>
<td>informative_all</td>
<td>78.721</td>
<td>80.823</td>
<td>77.738</td>
<td><strong>81.090</strong></td>
<td><strong>81.448</strong></td>
</tr>
<tr>
<td>humanitarian_all</td>
<td>70.228</td>
<td>73.402</td>
<td>70.049</td>
<td><strong>74.117</strong></td>
<td><strong>73.581</strong></td>
</tr>
</tbody>
</table>

we name D+V) and MobileNetV2 in the other (which we name D+M). Table 4 shows how these two ensembles compare with the base classifiers in terms of cross entropy. The ensembles are boldfaced when they improved over the best base classifier, which is always DenseNet201. D+V provides better cross entropy than the state-of-the-art method in all the datasets and D+M in four out of five of them.

Table 5 shows how the two best ensembles compare with the base classifiers in terms of accuracy. The ensembles are boldfaced when they improved over the best base classifier, which is always DenseNet201. In every dataset, it is an ensemble method the one that reaches maximum accuracy. D+V provides better accuracy than the state-of-the-art method in four out of five datasets, whilst D+M does it in three out of five datasets. Furthermore, D+V turns out to be better than DenseNet201 in the informative agreed scenario, but not on the humanitarian agreed scenario. We argue that this could be explained by the poor performance of VGG16 on humanitarian agreed (with a 4% decrease in accuracy with respect to dense net). It is usually the case that an ensemble of two classifiers is better than both of them. However, when one of the classifier is considerably worse than the other, the so-called ensemble effect will not be enough to compensate the loss of prediction quality. In colloquial terms, we could say that asking for a second opinion is good as long as the individual you are asking it to is at about your level of knowledge for the topic. If the person you are asking to is clearly less informed than you, you probably are better off not considering his opinion.

The corresponding entries in Table 5 show an accuracy of 83.507 for the best base classifier and accuracy of 84.615 for the D+V ensemble, i.e. a 1.108 improvement. To get a better understanding of the improvement provided by ensembles, we highlight here the recent research by Ofli et al. (Ofli et al. 2020) where they report an accuracy of 83.3 for their image classifier (VGG16) and an accuracy of 84.4 for a multi-modal classifier which takes into account not only image but also the text of the tweet, that is a 1.1 improvement is obtained by additionally considering the text. This means that, at least for that dataset, the increase in accuracy obtained by using ensembles could be similar to the one reported by including the tweet text into the classifier, i.e. combining textual and visual information.

The experiment clearly shows that the ensembles shows a better performance on binary classification tasks (i.e informative agreed and informative all) than on multiclass classification tasks (i.e humanitarian agreed, damage all, humanitarian all). This could happen since binary tasks are usually less complex than multiclass tasks provided we are given the same amount of data for learning.

**DISCUSSION**

The use of computational methods for automatic classification of social media information for disaster response in an operational environment is still a challenge. The results presented in this paper motivated the use of ensemble learning, instead of the use of a single pre-trained model in an operational environment. There are two major motivation factors: On one hand, the proposed ensemble learning approach produces better quality predictions in both binary and multi-class tasks in comparison with a single pre-trained model. On the other hand, the ensemble
learning approach could potentially mitigate deficiencies on new models reducing the effort of migrating to new technologies, thus, ensembles could provide a more robust approach for the incorporation of social media data in disaster response.

CONCLUSION AND FUTURE WORK

Analyzing images from social media is not a trivial task for the first responders of disaster. Despite research had been conducted to automatize that process, the intended result had not been achieved with the desired accuracy.

This study proposed the use of ensemble learning for classifying disasters images from social media. Our main contributions on this research are i) the ensemble model produces better model accuracy both of binary and multi-class task in comparison with single pre-trained model ii) illustrating how different disaster dataset to perform on various pre-trained model and ensemble model respectively.

This work provides the ground to improve the performance of automatic classification of social media content for disaster response with two different directions: (1) Adopting existing methods for aggregating the results of the different deep learning models participating in the ensemble learning process, and (2) Adopting new deep Learning architectures such as EfficientNetV2 (Tan and Le 2021) which recently presented outstanding results using ImageNet dataset but it has never been applied in the field of disaster response. In addition, it would be relevant to evaluate the adaptability of existing approaches when they have to classify social media content from a disaster they have never seemed before, and analyze whether ensemble learning presents better adaptation to completely new disasters than using any other deep learning algorithm alone.
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