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ABSTRACT
Much has been said about the value of social media messages for emergency services. The new uses related to these platforms bring users to share information, otherwise unknown in crisis events. Thus, many studies have been performed in order to identify tweets relating to a crisis event or to classify these tweets according to certain categories. However, determining the relevant information contained in the messages collected remains the responsibility of the emergency services. In this article, we introduce the issue of classifying the information contained in the messages. To do so, we use classes such as those used by the operators in the call centers. Particularly we show that this problem is related to named entities recognition on tweets. We then explain that a semi-supervised approach might be beneficial, as the volume of data to perform this task is low. In a second part, we present some of the challenges raised by this problematic and different ways to answer it. Finally, we explore one of them and its possible outcomes.
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INTRODUCTION
Social networks have become a part of many people's daily lives. Smartphones and an ever-increasing Internet allows every citizen to document and report what is happening around them at all times. This behavior is not limited to everyday events but is also observed during natural and man-made disasters. These informal reports have since been considered by emergency services (Cameron et al. 2012; Terpstra and Stronkman 2012). In response to this new trend they decided to develop capabilities to process this new flow of information. However, this new format comes with new requirements. This capability has been studied for a long time, and a lot of work has been done on the automated processing of messages posted on social networks. As the flow of data is very important on social networks, a significant part of this work is focused on the identification and classification of tweets related to an ongoing event. This has led to the development of a wide range of systems designed to assist emergency operators in processing social media data. Systems such as AIDR (Imran et al. 2014) allow the identification of tweets that are relevant to the operations of emergency services. It also allows to classify these tweets according to their content, among other features. Yet, these tools seem incomplete in terms of process automation, as they still require the intervention of a human operator to watch and process the filtered flow. (Kropczynski et al. 2018) highlights the practices of operators and the needs they have concerning information retrieval during a phone call. These needs are expressed through the 6W’s used by American call centers. Thus, when they receive a phone call, operators systematically seek to answer Where, Why, When, Who, What, Weapon questions. These 6 questions can be considered as the 6 categories of interest for emergency services. This observation identifies therefore a gap in existing systems, as none of them address this need, as far as we know. In order to meet this need, such system should be able to automatically
retrieve the answers to these questions from social network data. Previous work mentioned earlier would be used as a first filter that would reduce noise from the global stream. The question that the following article will then address is: **How to identify among the messages posted on social networks mentioning an ongoing event, the entities usually looked for by emergency services operators.**

### Table 1. Examples of information found in tweets posted by eyewitnesses (CrisisLexT26)

<table>
<thead>
<tr>
<th>Information</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>calgary where flooding what again, you have got to be kidding me</td>
<td>There is a growing fire what near Norwest Hospital, NSW where, Fire brigade who is in attendance.</td>
</tr>
<tr>
<td>just got out work when in the heart of Sydney CBD where and the smell of smoke what is strong, Eerie sky. Fire what must be huge.</td>
<td></td>
</tr>
</tbody>
</table>

This article is therefore focused on the automation of the retrieval of information contained in tweets posted by witnesses of the event. An example of the research objective is shown Table 1. This task of assigning labels to words contained in a text belongs to the field of natural language processing and is defined as named entity recognition (NER). A lot of work has been done to perform this task at relevant confidence levels. Also, the most efficient methods use models that rely on deep neural networks. However, these models require a lot of training data to obtain adequate performance. An example of benchmark for NER is CoNLL (Kim 2003). This data set contains about 20k sentences for training, validation and testing and aimed at identifying four different types of named entities: persons, locations, organizations and others. On this specific dataset, state of the art deep neural networks models achieve human like performances. However, there is no data set with an equivalent volume (20k sentences labelled at the word level) in crisis informatic. But there are different data sets of past crisis events that can be used to answer our problematic. Ideally, the data set should also contain messages from eyewitnesses mentioning information relevant to the emergency services.

The largest data set of tweets posted during crisis situations is CrisisLex (Olteanu et al. 2014). Several crises have been recorded and made available to help crisis informatic research. Some of these data sets have been labelled. However, CrisisLex has been constructed and labelled with the aim of classifying the tweets at the event level, namely, whether they are event-related or not, or according to different categories considered of interest. In order to address the above-mentioned problematic, the data set requires a) data from eyewitnesses of the event, b) labelled data, c) that the labelling is done at the event level. Considering all these elements, no CrisisLex event can be used unless it requires relabeling. Some data sets meet criteria a) and b). However, this represents around 2000 tweets, or 10% of CrisisLexT26 (Olteanu, Vieweg, and Castillo 2015). This volume of data thus appears to be less than what is usually used for training deep neural networks. Moreover, these data are not labelled in a way that allows direct training. In conclusion, as far as we know, there is no data set to answer this problem. So, there are two possibilities: a) create a new dataset, b) use an approach requiring less data. The rest of this article takes the path of proposal b) and presents a method that relies on existing unlabeled data to classify the content of tweets.

### RELATED WORK

Our contribution builds on previous work on the following: (1) content-based classification of tweets to determine what a tweet refers to in order to help rescue services filter the content of social networks. (2) Methods to represent the semantics of words in a vectorial way, in order to perform semantics-related processing. (3) Finally, methods that allow NER to be performed in a semi-supervised manner, with interest in methods using label propagation.

### Tweet classification in crisis management

A substantial amount of work has been carried out to simplify the processing of data from social networks by emergency services. Several classifications of the information available on social networks have been proposed. Bottom-up approaches, like (Vieweg et al. 2010), use tweets collected during an event to identify different categories of interest. Namely, in this article the categories were: warning, preparatory activity, fire line/hazard location, flood level, weather, wind, visibility, road conditions, advice, evacuation information, volunteer information, animal management and damage/injury reports. This approach leads to categories that are more specific to the observed events, reducing the generalization possibilities. Symmetrically, top-down approaches like (Bénaben et al. 2016) build on general, somehow abstract, categories that are defined based on their final use. Because if this, categories could be less specific to an event, allowing a better generalization. From these classifications have emerged different platforms for the identification of relevant data, but also their classification...
according to the categories previously proposed (Imran et al. 2014). For a time, these platforms mainly used supervised machine learning algorithms such as Support Vector Machine (SVM) or Decision Trees, which are used to perform the identification and classification tasks mentioned above (Caragea et al. 2011). Later, deep neural network models were trained to perform the same tasks, with a significant gain in performances. (Caragea, Silvescu, and Tapia 2016) use for example an architecture based on a convolutional neural network and note a performance gain on the results of the classifications.

With this classification task comes also other challenges, which can be found in the literature. One of them is the generalization of the models created. Since each crisis is by nature unique, it is difficult to train a single model capable of learning from past crises to generalize to future crises. Research has been done toward transfer learning approaches that would allow to reuse the model learnt from one type of crisis to others without additional training nor data (H. Li et al. 2015). On the other hand, others have attempted to focus on the similarities between each of the crises such as victims, damage, emergency services involved, etc. to build their models (Coche et al. 2019).

However, in order to answer the problematic mentioned in the introduction, the tweet classification is not enough. On the contrary, one seeks to assign labels to entities belonging to defined categories. So, NER is more interesting than tweet classification. (Kim 2003) describes how this task is solved by different systems proposed on a dataset called CoNLL 2003. The entities concerned here are in this case: LOCATION, PERSON, ORGANIZATION and OTHER. Later (Ritter et al. 2011) tried to perform NER on tweets. To do so, they first look for what are the categories of interest in tweets. They identified 10 different categories of interest in a dataset of tweets. They found out that Twitter posts are a challenging format to perform NER, as 140 characters are very short sentences that carry few context (Twitter now allow 280 characters). (C. Li et al. 2012) presented TwiNER, a system able to identify named entities in a Twitter stream. This semi-supervised system was designed to detect emerging crisis using dynamic programming algorithms. It achieved an overall 0.4 on the F1 score on the dataset that they. However, despite being promising, these performances were insufficient for use by emergency services. (Ashktorab et al. 2014) proposed a supervised machine learning approach to address this problem. Using Conditional Random Fields, in a supervised way, they were able to reach 0.6 F1 score in average. Consequently, there is still room for improvements to perform NER on tweets in a semi-supervised to reach supervised approaches performances and beyond.

**Language modelling and word semantic representation**

In natural language processing, the ability to represent textual data digitally is important. The naivest and used for a long time has been the encoding of words through one hot encoders in such a way that each word in a sentence is represented by its position in its vocabulary. This representation is used in (H. Li et al. 2015) as an input representation in their domain adaptation approach. However, a shortcoming of this representation is that it does not consider the context in which the word is used. Other models were therefore created afterwards.

Context-based, local (Mikolov et al. 2013) and global (Pennington, Socher, and Manning 2014) approaches to the words used in sentence a among the construction of context-sensitive vector representations. This has greatly improved the predictions of the machine learning models used. Note that one of these representations was constructed for the crisis (Imran, Mitra, and Castillo 2016). These representations, in addition to being semantically richer, also provide a much smaller dimensional space than those obtained with one hot encoding. This allows us to maintain a certain coherence between the vectors created and the definition of the closest neighbors of a vector.

This vector representation model was then improved with (Peters et al. 2018) which proposes to consider the different contexts in which the words are seen. Later (Devlin et al. 2018) proposed BERT (Bidirectional Transformers for Language Understanding), obtained from a larger corpus of texts. Its architecture, based on Transformers (Vaswani et al. 2017) instead of the usual Recurrent Neural Networks, allows to parallelize the training of these very large models. Evolutions, using the same architecture have followed, improving the vector representation or reducing the resources needed for their operation (Y. Liu et al. 2019; Sanh et al. 2020).

**Label propagation in semi supervised learning for named entities recognition**

The machine learning used in natural language processing is mainly based on supervised training models, which rely on labelled training datasets. However, when few labelled data are available, but a large amount of unlabeled data is, it becomes interesting to use semi-supervised models instead. These models use the few labelled data provided and then continue their learning process on the unlabeled data.

This semi-supervised training approach applied to natural language processing (Liang 2005) and NER leads to the development of new models capable of taking advantage of both labelled and unlabeled data. (Liao and Veeramachaneni 2009) use a conditional random fields algorithm trained on the labeled data. Then the algorithm
is used to generate new features from the unlabeled data, that are then used to train the classifier. Later, (X. Liu et al., n.d.) combined K-nearest neighbors and conditional random fields to recognize named entities in tweets, showing improvements in performances using K-nearest neighbors and semi-supervised learning.

Similar to the K-nearest neighbors’ approach, label propagation (Zhu and Ghahramani, n.d.) could be used to propagate the labels assigned to a small set of labeled entities, in a semantic graph. This approach shown promising results in named entities recognition in Vietnamese text (Le et al. 2013).

**CLASSIFICATION THROUGH WORD VECTOR REPRESENTATION CLUSTERING**

In this article we present a model to perform word labelling of social media data according to predefine classes. Our model relies on semantic similarities of words and deep neural networks models that generate word vector representations of words contained in a vocabulary. The resulting matrices (or vector spaces) are of dimension \( m \times n \), with \( m \) the number of words and \( n \) the dimension of the vectors created. In these vector spaces, words that are semantically close have vector representations that are close to each other in distance. So, the overall idea is to use 2 vocabularies. The first one, the source data set is composed of text data collected during crisis events and that are representative of the classes being researched. The classes used here are the categories mentioned in (Coche et al. 2019). These categories represent the information that the emergency services are looking for (namely, the 6W’s). This data set is then composed of labeled entities. The second one, the target data set is composed of words that are representative of the messages sent during the event. This dataset is not labeled. From these 2 data sets, we extract their respective vocabularies (all the unique words that both datasets are composed).

Then, we define the word vector representation of each word present in both vocabularies. To do so, we use the BERT model (Devlin et al. 2018). For each previously created vocabulary, we define the vector representations of their words. The result of this step is 2 matrices of dimension \( m_S \times n \) for the source data set and \( m_T \times n \) for the target data set.

These 2 matrices are then merged in a vector space of dimension \((m_S + m_T) \times n\). This new vector space contains both labeled word vector representations and unlabeled ones. In order to label the unlabeled words, we propagate the labels to the unlabeled words around the labeled ones. The distance that define the propagation or not of the labels around the labeled words is defined as the semantic propagation radius. The radius in which the labels are going to be propagated is defined by the user. This value is set experimentally in the following experiment. The radius allows to define the number of neighbor’s candidates for the propagation of labels. The lower the semantic similarity between the source word and the unlabeled words captured, the larger the radius can be considered.

Table 2 shows the evolution of the neighbors for the word “police” for 2 different values of the radius. The table is split in 2 columns, the left columns shows the closest neighbors until the radius reach 0.55 and the right column goes until 0.44. Experimentally, we can observe that the closest words in terms of semantic similarity (radius value of 0.55) correspond to the synonyms of the target word. By widening the radius, we can see what is close to the lexical field of the source word.

**DATA AND PREPROCESSING**

This section presents the datasets used and how they were processed prior to the experiment

**Data set**

The model presented above uses 2 datasets. One, unlabeled, is derived from messages posted on social networks in a crisis. The second, labelled, is a vocabulary containing words considered to be representative of the classes we are trying to identify. To obtain these two datasets, we used data from CrisisLex (Olteanu et al. 2014). These two datasets are: the CrisisLexT26 for non-labelled vocabulary, and the CrisisLexRec for labelled vocabulary.

**Preprocessing**

For the target data set, we used the CrisisLexT26 (25k labeled tweets and 225k other unlabeled tweets) and for the source data set we used the CrisisLexRec composed of 380 words and word pairs. For the target data set, we only considered the events where users were mainly english speakers. consists of lowering the tweets. The cleaning of the target data set then, we removed the “RT” and “” symbols in the tweets, the punctuation symbols, the mentions and the urls, as they don’t bring more information in our case. The tweet is then tokenized using the tokenizer provided along BERT. We only keep the tokens that appear more than 5 times and then remove the remaining stopwords.
For the source data set, we used the CrisisLexRec, composed of 380 words or word pairs. We have split the word pairs and only kept one iteration of each word in order to have a vocabulary composed only of unique words. We labeled the data according to concepts described in (Bénaben et al. 2016), i.e. resource (supply, volunteer…), organization (policeman, firefighters …), fact (destroyed, flooded…), danger (fire, flood…), risk (alert, threat…), objective (reconnect, safe…) and none. After labeling the data, we end up with 154 words with a label.

We used the BERT Base multilingual embedding¹ to create the word vector representations. The resulting vectors are of dimension 512.

EXPERIMENTS AND RESULTS

Our experimental setup is aimed to address the following question: How can we label words in a sentence according to predefine classes?

To address this question, we have implemented the previous methodology applied to a preprocessed version of the CrisisLexT26. In this case, the target data set contains 4183 unlabeled unique tokens and the source data set contains 154 labeled unique tokens. Once the 2 data sets are merged, there are 4028 unique tokens unlabeled.

The label propagation is then performed on the resulting matrix. We have experimentally determined that a value of 0.55 for the semantic propagation radius effectively propagates labels to words close enough semantically. With this value, we propagate the labels to 728 new words. Figure 1 provides an example of the resulting word labelling.

Table 2 shows the evolution of the neighbors for the word “police” for 2 different values of the radius. The table is split in 2 columns, the left columns shows the closest neighbors until the radius reach 0.55 and the right column goes until 0.44. Experimentally, we can observe that the closest words in terms of semantic similarity (radius value of 0.55) correspond to the synonyms of the target word. By widening the radius, we can see what is close to the lexical field of the source word.

CONCLUSION AND FUTURE WORK

This paper presented an approach to address the initial issue: *How to identify the entities usually sought by emergency service operators among the messages posted on social media and mentioning an ongoing event?* This problematic emphasizes the need to identify and retrieve the information contained in the tweets according to a classification used by the professionals, rather than labeling at the tweet level. While we would normally have used a deep neural network to address this problem, the lack of training data for training the neural network led us to opt for another approach. It consists in labeling words representative of the classes involved, then propagating these labels to words semantically close to the labeled words. After computing the distance between the word vector representation, the labels are propagated if the distance is small enough to be considered as close. Our approach brings benefits:

- It requires fewer labeled data. In our experiment, we only labeled 154 words, while tweet tagging at the word level would have required tagging thousands of words.

- It is a non-greedy approach. Only words that are semantically close are labeled, while words that are not related are not labeled.

- It relies mainly on word vector representation models, which allows it to take advantage of future improvements without having to fundamentally change the method.

However, in its current state, our method has certain weaknesses:

- The radius used to define semantically close words must be set by the user and some classes may take advantage of different values for this parameter.

- If a word appears 2 times during the label propagation step (if it is labeled and appears as a semantic neighbor of another word), then only the last label is kept.

- Finally, our approach lacks context awareness. Word labeling is independent of the surroundings words and the general context of the sentence.

The future work will be dedicated to addressing the problems mentioned previously. It also consists in completing the process by implementing the classification of words contained in a tweet and evaluating this method.
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