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ABSTRACT

Social media can inform response agencies during disasters to help affected people. However, filtering informative
messages from social media content is challenging due to the ungrammatical text, out-of-vocabulary words, etc.,
that limit the context interpretation of messages. Further, there has been limited exploration of the challenge of
code-mixing (using words from another language in a given text of one language) in user-generated content during
disasters. Hence, we proposed a new code-mixed dataset of tweets related to the 2017 Iran-Iraq Earthquake and
annotated them based on their informativeness characteristics. Additionally, we have evaluated the performance of
state-of-the-art pre-trained language models: mBERT, RoBERTa, and XLLM-R, on the proposed dataset. The results
show that mBERT (with F1 score of 72%) overweighs the other models in classifying informative code-mixed
messages. Moreover, we analyzed some patterns of exploiting code-mixing by users, which can help future works
in developing these models.
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INTRODUCTION

Social media platforms are widely used by the public during natural disasters such as earthquakes, floods, and
hurricanes to report on a variety of information (Purohit and Peterson 2020; Imran, Castillo, Diaz, et al. 2015;
Vieweg 2012). Type of such information vary from injured or dead people, damaged infrastructures and buildings,
requesting help and support by affected people to posting on supportive efforts such as donation and voluntary
activities. A wide range of studies have been conducted on using social media for crisis management that demonstrate
the potential of these messages to provide actionable information, which, in turn, helps disaster response agencies
in accelerating disaster relief efforts (Imran, Castillo, Diaz, et al. 2015; Purohit, Castillo, et al. 2013). However,
processing social media content is challenged by a variety of content characteristics involving language ambiguities,
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erroneous grammar usage, evolving terminologies, etc., some of which have been addressed in the prior works. For
example, parsing noisy and informal content to filter and rank relevant messages, as well as to classify them into
different categories (Purohit and Peterson 2020; Imran, Castillo, Diaz, et al. 2015; Reuter et al. 2018). Researchers
have developed methods to identify and categorize relevant social media messages across disaster events using the
Artificial Intelligence (AI) techniques of Natural Language Processing (NLP) and machine learning (Krishnan,
Purohit, et al. 2020b; Ullah et al. 2021; Devaraj et al. 2020). Additionally, researchers have started exploring and
introducing pre-trained language models such as BERT, to identify actionable messages (Zhou et al. 2022; Kayi
et al. 2020).

Despite the growing use of NLP and machine learning methods in processing social media for crisis management,
there are still challenges in analyzing all types of language variations. Multilingual users sometimes use multiple
languages in the same utterance text when they post it on social media. This linguistic phenomenon of using
multiple languages in a content, which is called code-mixing, can be occurred in inter-sentential, intra-sentential and
word-level boundaries (Barman, Wagner, et al. 2016). Code-switching is another term which is used interchangeably
with code-mixing. Although they have some differences in their definition, here we refer code-mixing to any type
of mixing two or more languages in one utterance of a social media message. Using multiple languages together,
causes code-mixing to present more challenges to NLP solutions for various tasks such as language identification,
part of speech tagging, parsing, and translation (Cetinoglu et al. 2016). Some samples of code-mixed content in the
proposed dataset and whether they can be informative or not for rescue and response teams are described in Table
1. Sample 1 and 3 contain informative content, as we define in Data Annotation section, while Sample 2 is not
informative, although it is related to the event.

Current state-of-the-art language models in NLP have been mainly trained on monolingual or multilingual corpora,
and so they have not been trained for code-mixed content. What can cause processing code-mixed content to be
more challenging is that in addition to linguistic aspects of code-mixed content, the socio-linguistic characteristics
of users can affect the patterns of code-mixed text (Dogrudz et al. 2021), but current language models only take
the linguistic aspect of text into consideration. Moreover, training large language models for this purpose requires
providing a big training set of labeled code-mixed data which is time-consuming and effort-intensive. However,
massive pre-trained multilingual language models enable us to use their capabilities for modeling code-mixed
content by fine-tuning them with small code-mixed dataset (Dogruéz et al. 2021).

In this paper, we have proposed a novel code-mixed dataset of tweets posted during an earthquake disaster, and
have evaluated the capability of state-of-the-art multilingual pre-trained language models in filtering informative
code-mixed tweets related to the disaster event. The main contributions of our paper are the following:

* To our knowledge, this is the first curated dataset of Persian-English code-mixed data on social media for
crisis informatics research.

» Using the data generated on social media during the 2017 Iran-Iraq earthquake event, we curate and label the
code-mixed dataset for informativeness of tweets to aid response agencies in helping affected people.

¢ We evaluate the performance of three state-of-the-art pre-trained language models (nBERT, RoBERTa, and
XLM-R) on the classification task for the proposed code-mixed labeled dataset and present novel insights for
building efficient classification models of code-mixed data.

Paper Organization: In the rest of this paper, the related works in exploiting social media content for disaster
management by using machine learning methods and language models are described and the efforts for dealing with
code-mixed data are reviewed. After that, we propose our methodology for collecting and filtering our proposed
dataset, which is followed by defining our guidelines for annotating the dataset and describing the process of
fine-tuning the pre-defined language mo dels. The experiments and results are presented in the next section, and then
we conduct the prediction error analysis to reveal the shortcomings of the models in the classification of code-mixed
content. We also analyze different patterns of code-mixed content which have been used by users in our dataset to
provide directions for modeling code-mixed content by language models in future works.

RELATED WORK

Collecting and storing a huge amount of social media content for processing is extensively challenging, specially
during disaster situations in which response time is very critical. Social stream analytics systems, such as
CitizenHelper (Pandey and Purohit 2018) and AIDR (Imran, Castillo, Lucas, et al. 2014) which have been designed
for disaster informatics applications can be useful for this purpose. SMDRM (Lorini, Salamon, et al. 2021) is
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Table 1. Code-mixed samples of the dataset. In translation, the English part of the sample is highlighted in bold.
The column labeled “Info.” indicates whether a tweet is informative or not.

ID Sample Info. Reason
| Right now. Our helping group in Kermanshah YES This tweet is informative since it can
provenance and in earthquake areas help disaster management agencies to
w00 0 Sl SaS 2598 identify the regions in which public
: ; ; : donations have been distributed, and so
Translation: Right now. Our helping group in hev should focus on the other regions
Kermanshah provenance and in earthquake areas ; ey . s &l
N L or more efficient distribution of aid.
Distribution of public aid ...
’ They pulled this baby out from under the debris after NO  In this tweet, the user has reported the
3 days! rescue teams’ effort in rescuing
P S oS (pl b i a5 $oS IS0 & o> someone from under the debris and
o, 5 a5 sympathized with the rescued person, so
#oliile,S_al3); #oliils S #Iranearthquake it cannot be considered as informative
content for rescue and response teams.
Translation: They pulled this baby out from un-
der the debris after 3 days!
What should I do with your laugh? Is it possible not
to cry with your laugh?
#Kermanshah_Earthquake #Kermanshah #Iran-
earthquake
3 3o oojalils lee jo olaal oI &y 53 YES This tweet, in addition to having

Kermanshah, Iran @ aJql oeiw;ls information about the distribution of

donated items (like Sample 1), reveals
the necessity of considering code-mixed
content, as while the tweet is in Persian,
the location has been mentioned in
English

Translation: Distribution of donated items among
affected people after initial needs assessment @
Kermanshah, Iran

another operational platform which has been developed to analyze extracted social media content for disaster risk
management. In practice, for analyzing text and images retrieved from social media, while image analysis methods
can be used for situational awareness and damage assessment processes (Rufolo et al. 2021; Lorini, Rufolo, et al.
2022), NLP techniques and machine learning methods have provided automated solutions for the classification,
prioritization, and summarization of time-sensitive and actionable content of social media during disasters (Purohit
and Peterson 2020). In (Caragea et al. 2016), a convolutional neural networks (CNN) model was used to identify
informative messages in disaster events, while (Kruspe 2019) exploited few-shot method for filtering disaster-related
tweets. Unsupervised domain adaptation technique is another method which was used in (Krishnan, Purohit, et al.
2020Db) to train filtering model for new crisis events based on data observed in past crisis events. Also, (Spiliopoulou
et al. 2020) utilized adversarial neural network to improve filtering performance by removing event-specific biases
from the trained model. Moreover, massive language models such as XLLM-R have been used in recent works to
classify crisis-related tweets (Krishnan, Purohit, et al. 2020a).

Table 2. An overview of widely used language models trained on multiple languages.

Model Description Number of Languages
mBERT (Devlin et al. 2019) A multi-lingual language model that is trained with the 104

objective of masked language modeling and next sentence

prediction using data from Wikipedia.
XLM-R (Conneau et al. 2019) A multi-lingual language model trained using masked 100

language modeling on 2.5 TB of newly created and cleaned
CommonCrawl data.
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Pre-trained language models based on transformers (Vaswani et al. 2017) have significantly improved performance
for many natural language processing tasks. BERT (Devlin et al. 2019) has shown to perform well in multitude of
tasks in English language. However, since it is only pre-trained on a large English corpus it is not generalizable
for fine-tuning on other language tasks. Therefore, the authors additionally proposed a multilingual version of
BERT (mBERT) that is trained on corpora containing documents of 104 languages. Moreover, it was found that the
training process used by BERT was not optimized, and (Liu et al. 2019) proposed an alternative robust version
called RoBERTa. Additionally, (Conneau et al. 2019) proposed an extension to RoOBERTa called XLM-R that
supports multiple languages by training on a CommonCrawl corpus of one hundred languages. These transformer
based multi-lingual models have seen to perform well on existing multilingual dataset tasks. The Table 2 provides a
summary of the multilingual language models previously discussed.

The experiment in (Pires et al. 2019) showed that fine-tuning mBERT with code-mixed data can result a good
performance in Part of Speech Tagging task on code-mixed content. This observation was confirmed by GLUECoS
(Khanuja et al. 2020), an evaluation benchmark for code-mixing on NLP tasks including Language Identification
(LID), Part of Speech (POS) tagging, Named Entity Recognition (NER), Sentiment Analysis, Question Answering
and a code-switched Natural Language Inference task. The experiments demonstrated that a modified version of
mBERT that had been fine-tuned on a mixture of synthetically generated code-switched data and real code-switched
data outperformed cross-lingual embedding techniques for most datasets.

There have been increasing interest in proposing language models and technologies for modeling code-mixed
content in recent years. These works have concentrated on a wide range of NLP tasks, including Part of Speech
Tagging (Barman, Wagner, et al. 2016; Vyas et al. 2014), Language Identification (Barman, Das, et al. 2014;
Dowlagar and Mamidi 2021; Rani et al. 2022), Named Entity Recognition (V. Singh et al. 2018), Sentiment Analysis
(Chakravarthi et al. 2020), and Translation (Gautam et al. 2021). Furthermore, from the perspective of dealing
with code-mixed content, some works simplified the complicated structure of code-mixed data by transforming the
code-mixed content into a monolingual script by back-transliteration (Dowlagar and Mamidi 2021; Gautam et al.
2021) or translation (Bhoi et al. 2020). (Baral et al. 2022 has also used translation and transliteration representations
of code-mixed content to develop a new loss function which can enable BERT model to be trained on code-mixed
data. However, the performance of these techniques extensively depends on the accuracy of transliteration and
translation methods (Ghosh et al. 2018). Adapter-based fine tuning is another method which has been used in
(Rathnayake et al. 2022) to fine-tune pre-trained language models on code-mixed content by adding language
adapters to the models’ architecture. Moreover, Transfer Learning approaches have been widely used to exploit
pre-trained language models for analyzing code-mixed data (Krishnan, Anastasopoulos, et al. 2021; Aguilar and
Solorio 2020; Lu et al. 2022). Code-switching can also be used in cross-lingual Transfer Learning, although there
are some limitations such as grammatical inconsistency in using this approach (Feng et al. 2022). Also, a survey of
computational techniques for modeling code-mixed data in NLP and speech has been presented in (Sitaram et al.
2019).

METHODOLOGY

In this section, we describe our methodology for collecting and creating our dataset, in addition to defining our
terminology for filtering and annotating the dataset. Then, the process of fine-tuning state-of-the-art pre-trained
language models which are used in this work is explained.

Dataset Description

In order to evaluate the performance of state-of-the-art pre-trained language models in text classification task on
code-mixed text, we have created a code-mixed dataset containing 1758 tweets related to 2017 Iran-Iraq earthquake.
All tweets in the proposed datasets have been checked to contain code-mixed Persian-English content. Additionally,
they have been annotated manually to represent whether they have informative content to help disaster response
teams during disaster situation or not.

Data Collection

In order to create our dataset, we have queried Twitter API to retrieve tweets related to 2017 Iran-Iraq Earthquake
in the period of November 12, 2017 to December 12, 2017, based on a list of keywords related to the event. In
this project we have used TweetKit', a python Twitter client focused mainly on Twitter API for academic research,
for retrieving tweets. Since our goal was to retrieve Persian-English code-mixed tweets, we had used two lists of

Uhttps://github.com/ysenarath/tweetkit

CoRe Paper — Al for Crisis Management
Proceedings of the 20th ISCRAM Conference — Omaha, Nebraska, USA May 2023
J. Radianti, 1. Dokas, N. LaLone, D. Khazanchi, eds. 923 of 1084



Salemi et al. Comparative Study of PLM to Filter Code-mixed Data

Table 3. The number of tweets in the collected and filtered dataset

Dataset Name Collected Dataset Extended Dataset Code-mixed code-mixed Dataset Cleaned Dataset

Persian Dataset 367091 592725 1654

English Dataset 189778 328758 2308 3962 1758

keywords in Persian and English. This enabled us to collect two datasets containing Persian and English tweets.
With this procedure, we created our collected Persian Dataset with 367091 tweets and collected English Dataset
with 189778 tweets.

Data Filtering and Cleaning

To prepare the collected dataset for manual annotation, we filtered the dataset with the following steps:

1. Since each tweet object retrieved from Twitter API may contain some tweets in replying to the main tweet
and these replies may convey informative content, we extended our datasets by extracting and adding these
reply tweets to the collected datasets.

2. After that, in order to find code-mixed tweets in the Persian Dataset which are related to the event, we utilized
an English dictionary which contains English words related to the event to filter the extended Persian Dataset
and create a code-mixed set of tweets. The same procedure was applied on extended English dataset by
using a Persian dictionary to create another code-mixed set of tweets. Finally, we merged these to generated
code-mixed set of tweets to create the final code-mixed dataset.

3. Since retweets do not add any informative content they were removed from the dataset. Additionally, irrelevant
tweets to the event and tweets which were not in Persian and English were removed from the dataset manually.

4. Since it is not permitted to use space in hashtags, multiple-word hashtags in English are commonly written
in camel-case format, such as “#iranEarthquake”, but since there is no upper-case alphabet in Persian,
multiple-word hashtags are made by separating its words by “_”, such as “#oLiile ,S_aJ ;. Therefore, we

731

replaced every “_” with a space in the text.

5. We cleaned the tweets by converting the text to lowercase, removing emojis, apostrophes, mentions, URL
links, and punctuation in English and Persian.

6. According to our observation of tweets, using English hashtags in Persian text and using Persian hashtags in
English text were common patterns in code-mixed tweets. Also, it was common that users used hashtags to
emphasis on the resources that affected people need. Therefore, we kept hashtags by removing “#”, since
they added informative content to the tweets.

7. After cleaning tweets, it was possible to have some tweets with a same text. These duplicates were removed
from the final dataset.

The final dataset resulted from our filtering and cleaning procedure contains 1758 Persian-English code-mixed
tweets. Figure 1 demonstrates our procedure for collecting and filtering our dataset from Twitter API. Furthermore,
the size of dataset in different steps of our procedure are shown in Table 3.

Data Annotation

In the proposed dataset, tweets have been annotated and categorized into Informative or Non-Informative based on
the following definition:

Informative: In order to create a baseline for annotating our dataset, we consider a tweet is informative, if it conveys
any information which can help disaster response teams in acceleration and enhancement of their procedures. Based
on the guidelines in (Alam et al. 2018; Purohit and Peterson 2020), the tweet is considered as Informative in this
paper, if it reports one or more of the following items:

* Cautions, advice, and warnings

¢ Injured, dead, or affected people
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Figure 1. Data collection process of proposed dataset

* Resources need by affected people

* Rescue and volunteering activities, and obstacles against them
* Donation request or efforts, and obstacles against them

¢ Damaged houses, buildings, infrastructures, and monuments

¢ Blocked roads and connections

Non-Informative: In this dataset, in the filtering step all tweets that are not related to the event have been removed.
So, all tweets which are not considered as Informative, are considered as Non-Informative.

These guidelines have been followed by one annotator in the annotation process. The annotated dataset contains
1758 code-mixed Persian-English tweets among which 709 tweets have been annotated to be Informative and the
remaining categorized to Non-Informative class.

Fine-Tuning pre-trained language models

In recent years, state-of-the-art pre-trained language models have been widely used in different NLP tasks, such
as text classification. Fine-tuning these models can enable us to modify their weights according to the context

of our dataset while we can use their powerful capabilities in language modeling tasks such as text classification.
The fine-tuning process helps the model to learn about the task specific patterns of the la nguage. We created
classification models for filtering informative code-mixed content on social media by fine-tuning transformer based
pre-trained language models.

The transformer is an encoder—decoder model architecture that adopts the attention mechanism for attending
to the salient portions of the input. The encoder and decoder are composed of multiple scaled dot-product
attention units called attention-heads in each layer (Multi-head attention) to attend to information from different
representations (Vaswani et al. 2017). This proposed model architecture is used for creating a large pre-trained
language model by learning on a large corpus in a semi-supervised fashion using objectives such as masked language
modeling and next sentence prediction (Devlin et al. 2019).

We first identified several pre-trained language models that use transformer deep learning architecture (refer to
the experiments section for information on identified m odels). Then we extended the language model identified
previously by adding a fully-connected (output) layer after the language model. We used the encoding provided by
the [cls] token in the language model as the input for the output layer. Finally, we utilized the Adam optimizer with
weight decay regularization to train the extended model using the labeled data.

EXPERIMENTS AND RESULTS

To evaluate how these models can help us in classifying and filtering informative code-mixed tweets, we conducted
experiments with three pre-trained language models: 1) ROBERTa (Liu et al. 2019), 2) XLM-R (Conneau et al.
2019) and 3) mBERT (BERT multilingual base model) (Devlin et al. 2019).
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Table 4. Performance of different fine-tuned models discussed in Results and Analysis Section. The value formatting
is in the form mean + std%.

Accuracy Recall Precision F1-Score

RoBERTa 76+3 50+12 845 62+9
XILM-R  77+8 60+30 72+26 63 + 26
mBERT 81+8 72+26 71+£25 72 +£25

RoBERTa: A robust transformers model pretrained on a large corpus of English data using the masked language
modeling (MLM) objective.

XLM-R: A multilingual version of RoOBERTa that is pre-trained on 2.5TB of filtered CommonCrawl data containing
100 languages including English and Persian.

mBERT: A pre-trained transformers model using content in 104 languages on Wikipedia with masked language
modeling (MLM) and next sentence prediction (NSP) objective.

XLM-R and mBERT have achieved state-of-the-art results on XTREME, a multilingual and multi-task benchmark
for cross-lingual transfer learning evaluation (Hu et al. 2020), and some recent works have addressed their capabilities
in modeling code-mixed data (Santy et al. 2021; Winata et al. 2021). Thus, in this paper, we have selected XLM-R
and mBERT for evaluation, since our dataset contains code-mixed content and these models are pre-trained on
multiple languages, so we anticipated that they can model our data better than monolingual models. Additionally,
RoBERTa has been selected to compare the performance of a monolingual pre-trained language model with the
other multilingual models.

Experiment setup

We conducted several experiments to understand the baseline/benchmark performance of the state-of-the-art
deep-learning based model architectures identified p reviously. We took the proposed dataset as the input to the
process of training and testing the model performance. We conducted 10-fold cross validation for measuring the
performance of each model. We used the parameters proposed in previous studies for fine-tuning (3 epochs, learning
rate of 5¢ =%, Adam optimizer with weight decay)(Devlin et al. 2019).

For measure the performance of the fine-tuned models, we used precision, recall, F1-score, and a ccuracy. The
precision is the ratio of the true positives to total number of true predictions (i.e., sum of true positives and false
positives). The recall is the ratio between true positives and the sum of true positives and false negatives. The
Fl-score is calculated by taking the harmonic mean of the precision and recall. The accuracy metric indicates the
percentage of correct predictions (sum of true positives and true negatives).

Results and Analysis
Classification Performance

We present the performance of the fine-tuned language models in Table 4 . As results demonstrates, mBERT
model with F1-score of 72% outperforms other language models in all evaluation measures, except precision in
which RoBERTa have the higher performance. Furthermore, XLM-R shows a better F1-score than RoOBERTa
with 63% and 62% respectively. These results are consistent with previous studies that have demonstrated the
superior performance of XLM-R and mBERT in multilingual tasks compared to language models trained on a
single-language corpus. Since XLM-R is the multilingual version of RoBERTa, we can confirm that multilingual
pre-trained language models outperform monolingual ones in modeling code-mixed data. The task-specific factors
could be responsible for the better performance of mBERT based model over the XLM-R based model.

Prediction Error Analysis

Analyzing how the language models operate in prediction in our experiments can reveal new insights about the
requirements for developing new language models for modeling code-mixed data. For this purpose, we have
extracted and analyzed some examples of our testing dataset in which language models have not been able to classify
correctly. They are shown in Table 5.

Sample 1 shows the inability of monolingual models in predicting code-mixed content, where the monolingual
language model, RoOBERTa, failed in classifying informative tweet, while the multilingual language models mBERT
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Table 5. Examples of prediction error by the language models. In translation, the English part of the sample
highlighted in bold.

ID

Sample

Informative

Prediction

mBERT RoBERTa

XLM-R

gy 09,5 edlel world earthquaks  owliss aJ3); cole
k> a3y Jloal s Jled iy )15 adlate ;5 (e
aily ol caVb aslaie ol o gam Cell TA jo (648
a8 Jd 1, jelme s cunl S aS Canloly (08

YES

Translation: The seismological site, world earthquakes
announced that the earth’s crust in the Zagros region is
extensively active and the possibility of a very strong
earthquake in the next 48 hours is high in this region The
intensity of the earthquake is so high that it may activate
the nearby faults

YES

NO

YES

ol 3] s &S 10 el a5 5| sl 5 e
earthquake aols

YES

Translation: The amount of damage caused by the earth-
quake is high... God forbid it be more than this
earthquake

NO

NO

NO

Sy oo cwl 18l pl po S Llas a3y
oLw.:Lo; )‘92@ a5 rp?} dt‘-wj‘) ..).u‘ &s)é UMQJA
earthquake earthquakeiran Jwlds p0p0 SweS 4 duiwn

YES

Translation: Earthquake Oh my God How long are the
trees going to fall on its people in this garden My good
friends, if you are near Kermanshah, hurry to help the
people earthquake earthquakeiran

NO

NO

NO

dil; 4 S

earthquake iran prayforiran

YES

Translation: Help to earthquake earthquake iran pray-
foriran

YES

NO

NO

U5 5l B olad sy b et 5l 2l ok
kermanshahpeople

NO

Translation: Aerial video of Sarpol-e Zahab City before
the earthquake
kermanshahpeople

YES

NO

NO

we just hope every single donated fund will reach the
victims of the earthquake mr. ali daei we count on u
godblessuall . iran

Loles Lo g le dusp oliile S a3y lacssbas  olaal

YES

Translation: Persian and English parts have the same
meaning

YES

NO

NO

D95 oo g G po 03,91 1) e il eloixl IS5 5
! s pla pldeolse ouels bes] S 0 39,90
earthquake iyl

YES

Translation: ISNA social reporter: He/She has brought
me to his/her house and said it is two days that no one has
come here we do not have edibles we do not even have
water... earthquake

earthquake

NO

NO

NO
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and XLM-R operated well. In Sample 2, while the tweet is Informative, no model could classify it right. It seems
that this misclassification originates from the fact that the tweet is short and does not have enough information
such as location. In sample 3, there is some non-informative sentences in addition to the informative part, which
caused all models to predict wrong class. This can address the necessity of new intention methods for considering
informative parts of text by transformers in future works.

There is no sentence in Sample 4 , which has been formed by some hashtags (likely to describe the photo in the
tweet), but its tokens contain informative content. The mBERT model, unlike the other methods, was able to classify
this sample. This can imply that mBERT relies on some specific token in prediction which can in turn make it
vulnerable to resulting false positive in some samples, like Sample 5 where the tweet states the situation of the
affected region before the earthquake explicitly, but the tweet is predicted as informative by mBERT incorrectly.
Nevertheless, The capability of mBERT in predicting long code-mixed text is presented in Sample 6 where the
tweet includes two long distance with the same meaning in both English and Persian. As it is shown, just mBERT
predict this sample precisely.

In Sample 7, we observed another inability of the language models which has been likely caused due to informal
and colloquial writing style of Persian text. In this tweet, the formal Persian sentence “q ,loi o2 <", which means
“We do not even have water” and it is informative part of the text, has been written in colloquial style s |5 oo!”.
Moreover, it is possible in Persian to write multi-part words in different ways: using space character, half-space
character, and no space between multiple parts. This can cause some issues in tokenizing the text by language
models. For instance, in Sample 7, the word “ < 1ae ol 52", which means “edibles” and can be informative as a need
of affected people, has been written with no space between its parts * ;l3¢slse”. Therefore, this inconsistency
in Persian writing style can cause the models not to use these informative content, so that all models failed in
classifying this sample.

Analysis of Corpus

The result showed that fine-tuning the pre-trained language models which have been used in this paper can have
a relatively good performance on classifying informative code-mixed content, since they have been trained on
multiple languages corpora and this enables them to model different languages of a code-mixed text. However, to
achieve developing more accurate language models for this purpose, we need to take the characteristics of exploiting
code-mixing by users into account. Therefore, in this section, we explain some patterns which have been followed by
users in generating code-mixed content in our dataset. These patterns can be helpful for designing and developing
more accurate models in future works. These patterns can be categorized as the following:

1. The tweet in one language with hashtags in the other language: It was observed that this was a common
pattern in code-mixed samples in which the tweet written in one language contains hashtags in the other
language, such as Samples 2, 3, 5, 7 in Table 5. In this case, although the main language forms the most
tokens of the text, the embedded hashtags may provide more informative content to the language models
since hashtags are usually selected to highlight the main purpose of the text or to reference a specific subject
such as earthquake event.

2. Using hashtags in both languages with no comment: Sometimes, user post their tweets with no comment
and just use hashtags. This pattern, which are commonly used for describing the photo shared in the tweet, may
originate from the fact that the user has posted in a hurry or the photo contains self-descriptive information
such as images of text. Sample 4 in Table 5 shows such a tweet.

3. Translation of text in both languages: In this pattern, the user translates their content in English to convey
their intent to the international collocutors who do not know original language (Persian in our dataset) as it is
shown in Sample 6 in Table 5. In Such tweets the amount of code-mixing of both languages are approximately
balanced.

4. The text is in one language, summarized to the other language: The intent of the tweet can be similar to
the translation pattern, but one part is just the summarization or description of the other part (e.g. Sample 1
in Table 1), and so two parts’ tokens are not commonly balanced.

5. Inserting English words in Persian text: This is called insertional code-switching in which some words
from one language are inserted into the morphosyntactic frame of the other language (Winford 2003). This
pattern is common among bilingual users, specially when the words are entity names or have no equivalent
word in the base language. For instance, in Sample 1 in Table 5 the name of the website in English (world
earthquakes) has been inserted in the Persian text.
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6. Inter-sentential code-switching: In this case, users switch to another language between sentences of the
text. This can have similar style to those of patterns 3 and 4, but the sentences of the text may have different
semantics.

CONCLUSION AND FUTURE WORKS

In this paper we proposed a novel dataset of Persian-English code-mixed tweets which were annotated to represent
whether they are informative for response teams in a disaster event or not. This dataset enabled us to fine-tune
state-of-the-art pre-trained language models and evaluate their performance in classifying informative code-mixed
tweets. The result confirmed that multilingual language models are considerably able to model code-mixed data,
and among them mBERT had the best performance.

To the best of our knowledge the proposed dataset is the first dataset for informative code-mixed tweets in disaster
situations and can be used in future works. However, in order to achieve more accurate models we need to develop
new language models with considering the following directions in future:

Considering socio-linguistic aspects of code-mixing: The way in which users generate code-mixed data depends
on different social factors, such as user demographic, language proficiency of users in both languages, and the
intent of users in generating code-mixed data. We described our observation about different patterns which users
had followed in generating code-mixed data in our dataset. These patterns can be considered as guidelines for
developing more precise models in future works.

Considering linguistic aspects of code-mixing: code-mixed text can be characterized with several linguistic metrics
which have been discussed in (Srivastava and M. Singh 2021), such as Code-Mixing Index (CMI), Multilingual
Index (MI), Point Switch Average (PS Avg), etc. Consideration of these metrics can make a better representation of
code-mixed data for modeling.

Dataset improvement for training: Although pre-trained language models used in this paper can be fine-tuned
with small datasets, providing the larger dataset can improve the performance of these models. Additionally, data
augmentation techniques can be utilized for improving the size and quality of the dataset which is use for fine-tuning
the models.
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